Chapter Fifteen 

Learning syntax ─ a neurocognitive approach

Not only every language, but every lexeme of a language, is an entire world in itself.

Igor Mel’chuk                        

Like other papers in this collection, this one is concerned with learning, in particular, with the learning of syntax. It addresses the question of how children, or adults learning a second language, learn to handle what appear to be the syntactic categories needed for using a language. And in order to talk about this question there is a very important prerequisite: We need to understand just what it is that is being learned.


According to a traditional view of the learning of syntax, the child, or the adult second-language learner, must somehow acquire syntactic rules. In one manner of speaking it is assumed that a speaker has “internalized” such rules. The assumption is that since syntactic rules are useful in descriptions of sentences, they must be present within the system that produces them. This mode of thinking comes from an unstated assumption, that patterns observable in linguistic data represent knowledge in the minds of those who produce such data. Is this assumption supported by any evidence? I have a hard time finding any basis for it. It is somewhat like supposing that since we can devise equations for describing the movements of planets around the sun, those planets must have internalized such equations. If we can find other sources for the patterns found, there is no reason to adopt this assumption (Lamb 1999: 227-247). 


Of course, there has to be some internal system that accounts for what people are able to say and to understand. But it need not be assumed to have the form of rules used in classifying utterances, nor is there any a priori reason for assuming that it contains the categories and other devices that may be employed by those attempting to describe them. And such attempts are particularly suspect as formulated by those who attempt to describe them in the most economical possible way, hence with the broadest possible categories and what have erroneously been called “linguistically significant generalizations”. The discrepancies between the results of such taxonomic thinking and a more realistic view of the cognitive reality may be seen at all levels of linguistic structure, but they are nowhere more evident than in the area of syntax. 


An alternative is to treat most syntactic information, or even all of it, as attached to individual lexical items. In that case, the acquisition of syntactic knowledge is part and parcel of the acquisition of lexical knowledge and therefore occurs little by little as individual lexemes are learned. This view has become increasingly attractive in recent years.


Yet there is also a lot of evidence for the existence in our cognitive systems of some kind of constructions, for example the argument-structure constructions described by Goldberg (1995). Such constructions, to be considered below, evidently make use of syntactic categories. And so we have a problem.


Tomasello and Brooks (1999), who accept the cognitive existence of constructions of this kind (cf. Tomasello 1998) identify areas that require further investigation for developing a viable theory of syntactic learning, stating that “the various psychological processes involved in early syntactic development [...] need to be identified and characterised” (1999: 185). Of three such processes they identify, I would like to focus on this essential one: “[...] children’s early skills to categorise not only isolated bits of language into item-based categories, but also their skills at categorising larger linguistic units into the various syntactic schemas and constructions that underlie much the the productivity of human language” (1999: 185).


To put it briefly: If there are syntactic constructions in a neurocognitive system, it is necessary to consider how they might be acquired by the child. Categories as such are not presented to the child for learning, only actual expressions. 

1. 
What is it that has to be learned?
Of course, before we can consider learning we need to understand what it is that is being learned. We need to consider the question of just what kind of information is involved. We commonly think of a category as a combination of objects ─ in this case linguistic objects. Two considerations make a difference here: First, what kind of objects? Second, what kind of combination? We can bypass such questions only at the danger of adopting unwarranted assumptions.

One approach, too simple, would have it that the objects are morphemes. That is clearly to be rejected, as syntactic categories often have sequences as members. Moreover, the proper basic unit for syntax is not the morpheme but the lexeme. The term lexeme was coined by Benjamin Lee Whorf over half a century ago, but has yet to become widely used, despite what seems to me its obvious usefulness, indeed its indispensability. Part of the reason is that linguists have been so influenced by analytical rather than cognitive concerns. In the analytical tradition one attempts to analyze as much as possible, hence down to minimal units; for grammar, down to the morphemes. By contrast, the cognitive view of what a person learns, taking into account the workings of the brain, recognizes that people quite commonly learn larger combinations as units, and not just for language. For example, the lexeme activity is surely learned and used as a unit by English speakers despite the fact that it can be analyzed into three morphemes. This principle applies much more broadly as well. We learn whole phrases and clauses as units (hence, phrasal and clausal lexemes), like it doesn’t take a brain surgeon to realize that … and tell it like it is.

Another common misconception is that words are the units with which syntax is concerned. But a lexeme can consist of multiple words or of just part of a word, for example, the plural ending –s or the past tense ending of verbs; they occur freely even with newly coined nouns and verbs.
The other question posed above is of greater interest: what kind of combination is a category? Is it a set of lexemes and combinations of lexemes? For example, do we need to know a category Noun Phrase as a list whose members are all the noun phrases of English? Clearly not, for there are many possible noun phrases that, while perfectly acceptable once received in a suitable context, have never yet been uttered. We might say, adopting a commonly held point of view, that a syntactic category is a set consisting partly of individual forms (lexemes) and partly of combinations generated by rules. Such rules, representing constructions, of course use categories themselves, and their categories are similarly defined. According to this view, the knowledge one needs to learn consists of the rules for combinations plus a list of the individual members of the categories (like the nouns, verbs, etc.) not specified by rules. But I reject such a view, not only as too simple minded but, more important, as cognitively implausible. In this paper I develop an alternative view.

Still under the heading of considering what it is that must be learned in order to have a command of the syntax of a language, let us next be explicit that syntax is concerned with combinations of lexemes and indeed with a hierarchy of combinations — phrases, clauses, sentences, etc. So we need to take a look at the kinds of combinations a person must be able to command, starting with the simplest, a “combination” of one. And of course we take a neurocognitive point of view.

First, then, we have the lexeme. But I would like to suggest that we should recognize many more units as lexemes than are usually considered. The cognitive orientation forces us to accept that people learn as units any combination that has occurred with sufficient frequency or to which sufficient attention has been given, as a consequence of the brain’s natural tendency to “absorb” repeatedly occurring phenomena. If a locution attracts enough attention, it will be learned on the basis of very few occurrences. For example, at the time of the Persian Gulf War, a new lexeme was introduced into English: the mother of all battles. It arose from a statement of Saddam Hussein, or rather from the English translation of his statement, which in Arabic was less colorful. It only took that one statement, heard perhaps once or a very few times by Americans in newscasts over the next few days, for that lexeme to be learned and, for a while, widely used. This one also illustrates that some lexemes have a rather transitory existence, as its use gradually declined over the next several months to the point at which ten years later one encounters it only rarely.

So we have simple lexemes and complex lexemes. The latter are not to be conflated with idioms, by the way. Idioms are those complex lexemes whose meaning is not clear from the meanings of their constituents. That is, a lexeme can be transparent or opaque, and these are not two values but the endpoints of a continuous scale. Some lexemes are quite transparent, like plastic bag, others are quite opaque, like red herring. A lexeme like blackboard is relatively transparent, but a blackboard doesn’t have to be black. Another continuous scale relating to lexemes is that of entrenchment. A lexeme becomes more entrenched with more use: The neurocognitive pathways which support it become stronger the more they are traveled (Lamb 1999: 164-166). This is the first of several observations in this paper which support the hypothesis that a neurocognitive system has the form of a network.

Transparent lexemes can be interpreted in two ways: either via the constituents or via the whole. This is no problem for a network approach. In fact, the fact that both kinds of interpretation do occur, presumably in parallel, constitutes further evidence in favor of the network model (cf. Chapter 17).

It is surprising how much ordinary English text is made up of complex lexemes. This observation is important for the study of the cognitive operations relating to syntax since combinations which are “stored” in memory as units don’t have to be constructed for their production or understanding. Consider the following illustrative examples of lexemes in English:

Relatively short:



horse sense



strictly speaking


painfully obvious



no laughing matter

a people person 


a no-brainer



not written in stone

the bottom line


a dumb question


as clear as mud


a New York minute

right then and there

Relatively longer:




round up the usual suspects


it ain’t over till it’s over



if it ain’t broken don’t fix it


you know what I mean



you can bet your bottom dollar


the truth of the matter is 



between a rock and a hard place

been there, done that

But of course there is a great deal that cannot be accounted for so simply. At the next level of complexity, I would like to suggest, we have the complex lexeme with a variable constituent. Any complex lexeme can be said to be composed of constituents; for example, red herring has red and herring as its constituents. For very complex lexemes, like a stitch in time saves nine, we can also distinguish immediate constituents from ultimate constituents. The variable constituent can be illustrated by what happened to the lexeme the mother of all battles soon after it was introduced into English. It developed into what can be called a mutable  lexeme (Lamb 1999: 263-266), as the constituent battle mutated into others, like meteor. A story in the New York Times describes a spectacular meteor that was seen in the sky in the Eastern United States at around the time of the Persian Gulf War. An airline pilot who witnessed it was quoted as calling it the mother of all meteors.  

Moving on to the next level of complexity, we have what could be called the lexeme with more than one variable constituent. As examples, we have

you don’t have to be a <X> to <Y> that 
X: brain surgeon, rocket scientist

Y: understand, appreciate, see


it comes as no [great] surprise that

The constituent enclosed in square brackets is an optional constituent, a type of variable in that it is a constituent varying with zero.

2. 
Constructions
Pushing this notion further, we arrive at the limiting case, in which all constituents are variable and in which all have a wide range of values. This is what is more commonly called the construction, in which the variable constituents are called syntactic categories. We have as examples the “argument structure constructions” treated by Adele Goldberg (1998). Following Goldberg, we may identify these constructions:


intransitive motion
The fly buzzed into the room 

ditransitive


he faxed Bill a letter



caused motion

she pushed the pencil off the table


resultative


they wiped the counter clean


conative



she kicked at Henry

According to Goldberg, “Constructions which correspond to basic sentence types encode as their central senses event types that are basic to human experience.” (1995: 39). 

I differ with Goldberg’s treatment in considering all of these to represent verb phrase constructions rather than sentence types. This is a minor difference and does not require us to change Goldberg’s names for them. The treatment as verb phrases is needed to account for their occurrence in the infinitive form, for example, (ditransitive) to fax Bill a letter (that is, with no subject expressed), as in The boss asked her to fax Bill a letter; or as participles, as in (intransitive motion) Sauntering into the room, she cast a glance my way. None of them have anything special in the relationship of the subject to the verb phrase. 

Instead, I believe we need to reckon with another basic construction with very broad scope, the Actor-Action construction (so-called by Bloomfield 1933: 172). 

Additionally, we need to consider, along with the verb phrase constructions listed above, the more basic one, 



transitive


she smacked Helen
(cf. Goldberg 1995: 117-119)

In this illustrative example, I include the subject she not because it is a part of the construction but just to keep the example parallel to those listed above. As with them, the addition of the subject comes about in keeping with the operation of the actor-action construction.

Related to the transitive construction, in fact dependent on it, is the 

passive 



Helen was smacked [by her]

I take it as reasonable to assert that all combinations of lexemes, that is all of syntax, can be accounted for in terms of these types discussed above: complex lexemes, complex lexemes with variable constituents, and constructions (which could be called complex lexemes with multiple variable constituents, except that the term construction is more established and more convenient).

3. 
Syntactic categories and their members
Now we are ready for our basic question, that concerning the nature of categories. We have to ask just what information must a child (or second-language learner) acquire in order to handle the syntactic categories of the language. Does such knowledge consist, for example, of a listing of the membership of the simple categories (like noun, verb) together with a set of rules for generating the more complex ones?  If not, what? It is important to recognize that the notion of category comes from analytical linguistics, an essentially non-cognitive endeavor. As with other tools of analytical linguistics, we are not obliged to suppose that they are internalized in the mental systems of speakers.
In keeping with what has been observed so far, we could rephrase the question in terms of variable constituents rather than categories: How does a language learner learn how to use variable constituents? But for now, let us continue with the more traditional notion of syntactic categories.

The first observation, an important one, is that as syntactic categories have been traditionally employed, they don’t work. They are just rough approximations ─ not wholly useless, just not cognitively plausible. Approaching them with prototypicality notions helps, but ultimately, the closer we look at any syntactic category, the more it breaks down, until we get down to the individual lexeme. 


Consider, for example, the category of prepositions. If they do constitute a syntactic category, they behave alike syntactically. If they do not, how can the category specify their combinations? So let us take a look: We have in love but not *on love, yet we have on vacation but not *in vacation. The following are examples of the use of basic prepositions with various objects for describing states that one can find oneself in or in which one can do things. We have: 



Preposition







Object



*at, *by, ?in, *out of, ?under, with


assurance



*at, *by, ?in, *out of, *under, with


candor



?at, by, ?in, *out of, *under, *with


chance



?at, *by, in, out of, *under, ?with 


danger



*at, *by, in, out of, *under, ?with


desperation



*at, *by, in, out of, ?under, ?with


doubt



*at, *by, in, ?out of, *under, ?with 


fear



*at, *by, in, ?out of, *under, with


insecurity



at, *by, *in, *out of, *under, *with


leisure 



*at, *by, in, out of, *under, with


love



*at, *by, in, out of, *under, *with


pain



at, *by, in, out of, *under, ?with


play



?at, *by, ?in, *out of, *under, with


pleasure



*at, *by, *in, *out of, under, *with


pressure



at, *by, ?in, *out of, *under, *with


rest



*at, by, in, *out of, *under, *with


thought



*at, *by, *in, *out of, *under, *with


vacation

Notice that the last noun listed, vacation, does not occur with any of the prepositions considered here, but does occur with on, and that on does not occur with any of the other nouns in the list. By the way, the judgements presented are mine and they may differ in some details from those of other native speakers. For a neurocognitive approach, that is no problem, since the object of investigation in neurocognitive linguistics is the neurocognitive system of the individual speaker, not some disembodied “language”; and we recognize that the system of every speaker differs from that of every other. 


Given findings like those listed above, what cognitive sense can we make of the notion that there is a construction utilizing the categories Preposition and Noun Phrase?


Syntactic categories are based upon an old tradition, that of the “parts of speech”, which goes back to the ancient Greeks. According to the doctrine of parts of speech, every word must belong to one or more of these categories ─ and there is a catch-all category “adverb” for the difficult cases. Now, what about tantamount? According to the ordinary dictionary, which treats the parts-of-speech myth as reality, it is classed as an adjective, as is the equally unique akimbo.  Also of clearly unique distribution, but classed as a preposition, is between.


Let’s take a brief look at verbs. From the point of view of their syntactic distribution there are clearly many different kinds. We might be tempted to suppose that if we subcategorize to a sufficient degree we will get down to subcategories whose members behave alike. We might, for example, consider just the subcategory of verbs of perception: see, hear, listen, smell, etc. But only a little observation makes it clear that even this tiny subcategory doesn’t help us to define what can and can’t occur syntactically. Apart from the fact that we see visible objects but hear audible things, we have the different aspectual possibilities: You see and hear punctually and completively, but you listen [to] and look at duratively. We don’t have to look very far to see that each of these verbs, and indeed every verb of any other subcategory, has its own distribution. And the same can be observed about members of any of the other parts of speech.


And so we conclude that every lexeme has its own syntax. Now that is a conclusion which puts the validity of the concept of syntactic category into considerable doubt. How can there be syntactic categories, as constituting part of the information used by speakers of a language, if they don’t work? And if they are useless, how can we explain why they come up so regularly in discussions of syntax? The answer to this question is that such categories result from applying the taxonomic techniques of analytical linguistics. Analytical linguistics is concerned with analyzing and categorizing and describing patterns found in things that people say. It is natural in such a pursuit to classify things that appear to share properties. In such classification it is easy to overlook that the things categorized together do not really behave alike. In any case, there is no justification for assuming that concepts of analytical linguistics can be taken over directly into an understanding of the cognitive basis of language.


An alternative to the taxonomic approach is that most syntactic information, or even all of it, is attached to individual lexical items. In that case, most of the syntactic generalizations that can be formulated in rules are epiphenomenal, and the actual internal information that gives rise to them is widely distributed, among thousands of separate items. According to such a view the acquisition of syntactic knowledge is the acquisition of lexical knowledge.

4. 
Learning syntax as (mostly) learning lexicon 
____________________________________________

If it is the case that every lexeme has its own syntax, then it follows that the only way to learn syntax is to learn lexicon. If this is so, then what seemed to be a process of learning syntax is really just the learning of vocabulary, a process that occurs one lexeme at a time. This view makes sense not only because every lexeme has its own syntax, but also because, as a consequence, you can’t know how to use a lexeme without knowing how it connects with other lexemes.

This conclusion is strongly supported by findings of Elizabeth Bates et al. (in press), who have examined the correlation between development of grammatical complexity and vocabulary size in children. They have found that these two aspects of language development are very strongly correlated. As they write,

[...] the relationship between grammar and vocabulary development has turned out to be one of the strongest associations that has ever been observed in any aspect of human development (with the possible exception of height and weight!). [...] the relationship holds at every point from 50–600 words (covering the period from 16–30 months of age). One certainly might have expected a relationship at the lower end of the distribution, simply because one cannot combine words until there is something to combine. We might also have expected some kind of “trigger” or “threshold” relationship between vocabulary and grammar, e.g., a critical number of words that need to be acquired for grammar to get off the ground. What we find instead is a continuous and accelerating function that holds at every point across this period of development. [...] The powerful relationship holds for very late talkers, and very early talkers as well.


Yet to conclude that learning syntax is just part of learning vocabulary leaves us with a lot to explain: What about the broad similarities in ordering: Subject before predicate (in the unmarked clause), preposition before noun phrase, etc.? And what about the general constructions like the argument structure constructions described by Goldberg? They surely use categories. And what about the ability, even of young children, to produce and to understand new combinations?

5.
Participant roles

Let’s consider the case of a simple verb like eat, accepting the observation that its syntactic distribution is unique. That being the case, we are tempted to conclude that the operative knowledge used in producing a sentence like Mommy’s eating an apple, with its ordering of the two participants in relation to the process ─ the agent before and the patient after the verb ─ is in large part information connected directly with the lexeme eat. Yet it seems also to be the case that the actor-action construction and the do-smthg-to-patient construction (i.e., the transitive construction) are also involved, even if their involvement can be seen as peripheral in relation to that of <EATER> EAT <FOOD>. Ordinary analytical linguists will balk at the suggestion of such a proposal, since the two methods of handling the combination appear to be in competition with each other. Why have two methods where one will suffice? But the cognitive considerations are essential here, as elsewhere. We have evidence that both kinds of knowledge may be presumed to be present in the cognitive system. For example, without the actor-action construction and the transitive construction, how can we account for the passive construction? How two seemingly competing methods of producing the combination can coexist is no problem for a network approach. The network allows multiple structures to operate in parallel (cf. Lamb 1999: 233-236). The presence of redundancy is likewise no problem in a cognitively realistic approach, as we need to recognize that our brains do learn many kinds of things redundantly.


As a transitive verb, eat co-occurs with an agent and a patient, and so it entails two categories: that of its possible agents and that of its possible patients. We have two questions to consider: First, what does the information specifying the membership of each of these categories consist of, how is it organized, how represented in the mind of the child? Second, how is this information learned? How does the child (or the grown-up learning a second language) learn the ordering of these major constituents of the clause, often seemingly after having heard just a few examples?


What, then, is the status of <EATER>? Is it a category? If it is, it is a semantic category. And as such it would seem to consist of all the possible agents of EAT. But the more relevant question is: What must a child learn, what must a speaker of English know, in order to use EAT productively? First, we have to understand that it is not possible to understand what eating is apart from eaters and eatees. Knowledge of a range of possible participants is part and parcel of the knowledge of the process ─  not something separate, as the lexemes Mommy and apple are separate from eat in the linguistic expression of the process mommy eat apple. You can’t have eating without eater and eatee ─ it is simply impossible. Therefore, the participant information must be attached to individual processes. The same observations can be made for perception: Your visual system apprehends a person walking; the walking simply cannot be perceived without perceiving the person (or other legged creature) performing the process.


Now we can explain why it is that a child doesn’t need more than a very few examples like this to learn how to express instances of eating together with its participant categories. The child already knows what eating is through his/her own experience of eating and his/her observation of others. That is, she already has a subnetwork of semantic information, with connections in the motor and kinesthetic areas of her cortex, representing her own experience, together with visual and perhaps also auditory connections, based on observation of others. It is just a question of connecting this semantic subnetwork to a means of linguistic expression. As with lexemes generally, a child (or grown-up ─ in fact anyone except an analytical linguist) focuses on the meaning that a lexemic node is connected to more than on the lexeme itself. And you simply can’t know the meaning of Leat without knowing that the process requires eater and food; and so the participant categories are simply eater and eatee. We don’t need to ask that these categories be more clearly defined, nor that they be defined in some general way that could apply for the whole speech community. They will be defined for each child according to that child’s semological system, according to that child’s knowledge (already present) of what eating is, as it exists at the time of learning of the word eat. Later, as the child learns more, she may change her understanding of the categories, as an automatic consequence of changing her understanding of what constitutes eating.


So what the child actually needs to learn is how to form linguistic expression for the already existing semantic information. The expression includes not only the phonological realization of eat but the sequencing information: The realization of the <eater> comes first, then eat, then the realization of the <eatee> (unless some other construction like passive intervenes). It only takes one example, if clearly understood, perhaps then supported by one or two additional examples for confirmation and reinforcement, for the child to have control of the lexemic realization of the process. 


In other words, since there are two participants in the (already known) process, the child has to learn not only a phonological expression for eat but also the ordering of the  participants in relation to it. Until this ordering information has been learned the child knows from experience and observation that eating involves two participants but doesn’t know their relative order in the linguistic expression of the process. As soon as she hears (and pays attention to) an example, like Mommy’s eating an apple she knows, since she recognizes Mommy as eater and apple as eatee. That is, she now knows that <eater> precedes eat and <eatee> follows. So now, without any additional information that is not already in her network, the child is able to use the work eat more or less like older members of the speech community.


In the future use of this verb, a child (or adult) will produce and understand it in some ways that depart very little from those encountered earliest and most often, and in others that are more different ─ perhaps some day for a car “eating” gasoline and even for acid “eating” pipe. It depends entirely on whether the process under consideration is construed as an instance of eating. 

And so <eater> is not a category whose membership has to be learned. Rather, the value of <eater> depends entirely upon the knowledge of what constitutes eating. For the producer of an occurrence of <EATER> EAT <FOOD>, it is entirely a question of whether or not the action under consideration can be construed as eating. If so, then it has an agent, as it must, since eating cannot occur without an eater. This point is at once very simple and altogether essential for an understanding of the knowledge underlying syntactic performance. Its simplicity makes its import easy to overlook, so I shall emphasize it by repeating, in different words: If the process under consideration is construed as eating, then whoever/whatever is doing it is the <EATER>, and by virtue of just that fact becomes at that moment a member of the “category” <EATER>. The consequence of this simple observation is that the child does not have to learn the membership of the category as such. Rather, the learning needed is just the learning of what eating is. And that knowledge is already present as conceptual and perceptual and motor network structures ─ even before the child learns the lexeme Leat. For any normal child has such structures, and therefore a concept of what eating is, from early on in its life. To be sure, the knowledge of what eating is may well undergo further development as the child matures and learns more about the culture, the mythology, stories, and so forth. Eventually a person may come to accept, or to reject, such notions as a computer eating a data disk or a furnace eating coal. He may well come to appreciate the riddle What has three legs and eats marbles? (Answer: A three-legged marble-eater). Whether accepted or rejected, it depends not upon the “category” <EATER> as such but on EAT. If the process can be called eating, then whatever is performing it is the <EATER>. No separate knowledge of that “category” is needed.  

The foregoing observations definitely simplify the task of the cognitive syntactician, for they eliminate the whole problem of determining what knowledge must be learned to learn such “categories”. For the answer is that no additional knowledge is needed beyond knowledge of the process itself. To be sure, there is still plenty to investigate: What form does the knowledge of eating have in a person’s brain, and how is that knowledge acquired? But note well that the problem of answering those questions was a problem already present for cognitive neuroscience anyway. What I am claiming is that no further knowledge beyond that is needed for syntactic purposes.


In the preceding two paragraphs I have started to put category in quotation marks, because it is apparent that we are no longer talking about what the term has commonly meant in discourse about syntactic categories. The difference is clearly seen in the context of the question of what information in the cognitive system gives rise to the appearance of categories in analytical linguistics. More commonly that information would be seen as, in one way or another, specifying the membership of the category. That notion of category, as involving one-and-many, however useful it may be in analytical linguistics, is now seen to represent an illusion from the neurocognitive point of view. For this reason I prefer the term variable, free from such connotations, and so I shall use it from now on.

6. 
Syntactic presupposition and variable constituents

And so, as has been observed many times in the past, we have verbs presupposing participants while nouns do not. And we have not just theoretical reasons based on analysis of linguistic data for such an assertion. It is surely related to the fact that Broca’s aphasics, whose area of damage is in the frontal lobe, typically have trouble not only with phonological production and with grammar, but also with verbs, much more so than with nouns. And they also have trouble with prepositions and with “function words” generally. 


All lexemes other than nouns evidently presuppose some other constituent or constituents with which they normally co-occur, just as eat presupposes <eater> and <eatee>. We have for example clause introducers like clearly, which presuppose a following clause or <ASSERTION>. Like it are other assertion introducers, including those described above as lexemes with variable constituents. We now see that what was written above in citing them was incomplete and that they should be written as follows, to include the presupposed constituent <assertion> (with Lclearly also shown):

you don’t have to be a <X> to <Y> that <ASSERTION>

X: brain surgeon, rocket scientist

Y: understand, appreciate, see





it comes as no [great] surprise that <ASSERTION>

clearly, <ASSERTION>

In the first of these examples we now see that there are three variable constituents, not just <X> and <Y>. We also observe that a variable can range over a small number of values, like  <X> and <Y> of this example, as well as over a large number of values, like <ASSERTION>, <eater>, and <eatee>.


Similarly, the “mother of all ...” construction, identified above as a mutable lexeme, is seen, if we look at its syntactic properties, to be a nominal modifier; that is, it presupposes a noun or noun phrase, a realization of a member of  the conceptual category <thing>. Using notation like the above, we can write it as follows:



the mother of all <thing> -s
Likewise, the passive construction may be written

<PATIENT> be <ACTION> -ed [by <AGENT>] .

As the use of small caps is intended to indicate, the pertinent information for these variables is evidently at the semantic-conceptual level rather the lexemic. It’s not grammatical categories like noun, verb, etc., but semantic information. On the other hand, the variables <X> and <Y> above range over lexemes, not semantic units (except insofar as lexemes are connected to semantic units). 


We can use the “mother of all...” lexeme to consider the process by which a lexeme becomes mutable. This change occurred in adult systems but is doubtless like that which occurs much more often in children and which accounts for much of their syntactic development. For the process to occur, the lexeme the mother of all battles has first to be segmented ─ in particular, battle has to be mentally segmented from the rest ─ and then other things are seen to be substitutable for battle. The segmentation of battle from the rest at the level of expression has a corresponding segmentation at the semantic level, so that the mother of all is seen to have some meaning of its own, perhaps paraphrasable as ‘spectacularly large’. Such segmentation is automatic, since battle is recognized along with the whole lexeme, as are its other constituents. That is, the lexeme as a whole and also its constituents are activated in parallel in the neurocognitive network (Chapter 17). When battle is segmented, the remainder of whatever meaning is connected to the mother of all battles is assigned to the remainder of the expression, i.e., the mother of all ...-s. The conditions for the occurrence of this process, for example, for the substitution of meteor for battle, are presumably that the situation involving the meteor was sufficiently similar to that involving battle to call up that (heretofore) fixed lexeme. This makes it easy to substitute meteor and other nouns for battle to describe situations in which something (anything) is spectacularly large or important. And when this happens, the mother of all has become another noun modifier. Note that the similarity involved here is semantic. And the range of values of the variable is exactly those things which can be construed as spectacularly large. It is an ad hoc variable, specific to this mutable lexeme. 

Garry Trudeau (the author of Doonesbury), more creative in his use of English than most, took it one step further in a column in the New York Times, March 21, 1991, in writing about the appearance of a can of Diet Pepsi on the table in front of General Norman Schwartzkopf, commander of the victorious allied forces in the Persian Gulf war, in the official pool photo of the cease-fire ceremony, beamed around the world to thousands of newspapers. He wrote, “It was the mother, father and next of kin of all product placements ─ too insanely great to be true.”

7. 
Constructions as lexemes with variable constituents

Now, finally, we have to consider the more general constructions, like Goldberg’s argument constructions and the actor-action construction. These seem to be quite different from <EATER> EAT <FOOD>, since they are quite general in their coverage while the latter is tied to a specific lexeme. 


First, we can ask why they need to be recognized at all, if each of the constituents in any instance has its own syntactic information in accordance with the principle that every lexeme has its own syntax. The answer comes from the consideration of cases like Goldberg’s example Frank sneezed the tissue off the table. The ability of sneeze to occur in such an expression is surely not a syntactic property we want to attribute to sneeze, normally an intransitive verb (Goldberg 1995:152). Rather, its occurrence here is accounted for by the caused-motion construction itself, which evidently accommodates any verb whose performance can be construed under any circumstances as causing motion. Similarly anomalous from the point of view of its own syntactic properties is the use of conserve in whether Californians can conserve their way out of the [energy] crisis, heard on NBC Nightly News, January 26, 2001. Now conserve is a transitive verb, but it takes as patient something conserved, and in this example, way is not to be construed as such a patient. Rather, this usage is accounted for by the “way” construction, seen also in such examples as he dug his way out of the prison and she fought her way into the room (Goldberg 1995:16 ).

The caused motion construction (omitting the subject, which I do not consider part of it, see above) can be written <move> <patient> <dir>, where <dir> stands for “directional”, covering such possibilities as away, into the room, off the table, out of here, etc. Here, <move> represents any action that can cause motion, and so it permits any verb that can be so construed, even sneeze, to impart motion to a suitable patient ─  that is, anything construable as a suitable patient. Notice that we are talking semantics and not about syntax as traditionally treated, which won’t work. As soon as a speaker can construe any action as an instance of caused motion, the values of the variables are those which fit this construal of the situation. It’s the same principle as that discussed above in connection with <eater> <eat> <eatee>.

The question we must now ask is: How can such a construction, with all of its constituents variable, get learned, since the input to any child consists of specific utterances, not generalizations like this construction? A reasonable answer seems to be that the process is like that sketched above for the mutable lexeme the mother of all <thing> -s. The child may be presumed to start with a specific instance, say push it away or push it off, acquired first as a lexeme, and then to make it mutable by substituting other constituents for one of these three. Later, he substitutes also for another constituent, and then for the third. At this point all three constituents will have become variable. Notice that, as before, none of these variable constituents needs to be seen as a category whose membership has to be learned or stored. How could we ever devise a category definition that could accommodate in advance all of the objects that can participate in this construction?

And so the difference between the construction and the lexeme with variable constituents is not that great. In fact a construction might be considered a lexeme with more than one variable constituent. Some constructions also include one or more fixed constituents, others do not. Among those which do are the “way” construction (they made their way to the door) and the passive construction, which includes the verb be as a fixed constituent. And as we have seen, there are also variables which have a very small number of values, which can be enumerated, for example, it doesn’t take a X to Y that <assertion>, in which both X and Y have just a few possible values.

8. 
Learning syntax in a second language

The above rough descriptions of what I take to be reasonable scenarios for learning syntax are in the context of the developing syntax in one’s native language. What about second-language learning? It happens that this same technique, as developed by Leonard Bloomfield and his colleagues, was being used in some of the second language teaching at Yale University during the time when I was an undergraduate there. It was used in my classes in German and Russian. The method was very simple: The course consisted of a series of lessons, each of which began with a number of sentences to be memorized. They were whole sentences, not just words or phrases. Each of them had a function that was both known and useful to the student. Since they were memorized (and the students were given a weekly test in which they had to reproduce them verbatim), they became lexemes within the student’s cognitive system. Then each lesson guides the student in making substitutions for one or more of the constituents of these sentence-length lexemes. I still remember some of the early Russian sentences, over fifty years later: U mjinja yestj karandash ‘I have a pencil’. U minja njet karandasha. ‘I don’t have a pencil’, U mjinja estj pjiro ‘I have a pen’, U mjinja njet pjira ‘I don’t have a pen’ (cf. Cornyn 1950). Since we were adult college students, the lessons also included a little grammar section in which were imparted some of the grammatical principles involved in the sentences we were memorizing and learning how to develop into mutable lexemes. But the grammar presentation was secondary. 


Another feature of this method was that we were not introduced to the writing system of either language during the first portion of the course, not until several weeks into the term, and we had to learn to pronounce with a high degree of accuracy. Native speaker coaches would make us repeat endlessly until we got the right pronunciation. Our learning thus had to utilize the auditory and motor cortices, for phonological recognition and production respectively. Had we been introduced early to writing, we would have used the college student’s natural reliance upon written forms and would thus have been attempting to learn the forms using the visual cortex rather than the auditory and motor cortices.


This method of  language instruction seems to me to be based upon the same principles used by children in their native language development, and I don’t believe that any better method of second language teaching has ever been devised.

9. 
Concluding observations

Let me sum up by mentioning some of the principles that have guided this study and some of the conclusions reached. First, it is apparent that neurocognitive and analytical approaches to language have different concerns from each other. What I call analytical linguistics is concerned with analyzing linguistic data, utterances, sentences, and the like, and with finding patterns in such data, often guided by theoretical concerns that have little cognitive basis and usually no neurological basis at all. In neurocognitive linguistics, by contrast, while such data is still examined, the object of study is the neurocognitive system of the individual. This difference of focus has a number of consequences, not least of which is the recognition and acceptance that the system of every individual is different from that of every other. More important for the concerns of this paper is that by taking the natural operation of the human brain into consideration we recognize that linguistic information, like other kinds of information, is often represented redundantly in the neurocognitive system. The tendency of analytical linguists to seek out the most economical possible means of handling a given body of data is seen to be lacking any neurocognitive motivation. 


Second, I have argued that syntactic categories of the kind usually recognized are artifacts of analytical linguistics, based on approximations and motivated by the desire for economical description. They appear not to have any direct cognitive basis. The same can be said for some of the forms in which constructions based on such categories have often been conceived.


The human cognitive system represents information as connectivity in a network.  It operates by means of widely distributed representations and parallel processing. As a consequence, 
linguistic forms can be recognized or produced by means of different structures operating in parallel. So for example, both a general construction and the information pertaining to lexemes may operate jointly to produce a given sentence or phrase. In contrast to the usual approach in analytical linguistics, we need not suppose that people use just a single unified strategy for producing and understanding combinations of lexemes. The brain thrives on redundancy and on multiplicity of strategies.


I have also argued that every lexeme has its own syntax, and that learning syntax is mainly a matter of learning lexemes. This is a one-by-one process. And even the general constructions can be seen as lexical items, to be learned one at a time. There is a lexical scale from the fixed lexeme at one end, to the lexeme with a variable constituent of limited range, to the lexeme with variable constituent with broad range, to that with multiple variable constituents, and at the right end of the scale, the construction, with all constituents variable. 


Moreover, it is plausible that such constructions are acquired by a process that begins as the learning of a fixed lexeme, which then becomes mutable as segmentation occurs, leading to the possibility of substitution, whereupon a constituent becomes variable.  And such segmentation is automatic, as soon as such a constituent is recognized as a unit. It is recognized as a unit while the lexeme as a whole is also recognized, in accordance with the parallel processing of activity in the network.


Also, the knowledge needed to manage variable constituents like the participant roles of processes (e.g. <eatee>) does not include any information other than that pertaining to the process itself (e.g. <eat>).


Finally, I suggest that the best method of second language instruction may be that which comes as close as possible to utilizing these same techniques, presumably those used by children in native language development.
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