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Abstract

This study focuses on the semiparametric efficient estimation of random effect panel models containing AR(1) disturbances. We also consider such estimators when the effects and regressors are correlated (Hausman and Taylor, 1981). We introduce two semiparametric efficient estimators that make minimal assumptions on the distribution of the random errors, effects, and the regressors and that provide semiparametric efficient estimates of the slope parameters and of the effects. Our estimators extend the previous work of Park and Simar (1994), Park, Sickles, and Simar (1998), and Adams, Berger, and Sickles (1999). Theoretical derivations are supplemented by Monte Carlo
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simulations. We also provide an empirical illustration by estimating relative efficiencies from a stochastic distance function for the U. S. banking industry over the 1980’s and 1990’s. In markets where regulatory constraints have been lessened or done away with, the deregulatory dynamic market shocks may not be adjusted to immediately and may induce a serial correlation pattern in firm’s use of best-practice banking technologies. Our semiparametric estimators have an important role in providing robust point estimates and inferences of the productivity and efficiency gains due to such economic reforms.
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1 Introduction

This study focuses on the semiparametric efficient estimation of random effect panel models containing AR(1) disturbances as well as generalizations to models in which the effects and regressors are correlated (Hausman and Taylor, 1981). We introduce two semiparametric efficient estimators that make minimal assumptions on the distribution of the random errors, effects, and the regressors and that provide semiparametric efficient estimates of the slope parameters and of the effects. These estimators extend the previous work of Park and Simar (1994), Park, Sickles, and Simar (1998), and Adams, Berger, and Sickles (1999).

Semiparametric efficient estimation has been discussed extensively in the statistics and econometrics literature. Newey (1990), Bickel, Klaassen, Ritov, and Wellner (1993), among others, have developed semiparametric efficient methods and examples. In their article on semiparametric efficient estimation, Park and Simar (1994) introduce a semiparametric efficient estimator for the specific problem of a panel data model, where the distribution of the firm specific heterogeneity is unknown. In the derivation of their estimator, they assume normality of the transitory error as well as independence of the regressors and effects. Park, Sickles, and Simar (1998) extended their model in that they allowed a regressor to be correlated with the effects and explored the impacts of various correlation patterns among effects and regressors on the form of the semiparametric efficient estimator. The statistical assumptions, in particular normality of the transitory error and independence of the effects and regressors, have a direct bearing on the form of the efficient score and information bound (the center pieces of the estimator) and allow the authors to concentrate on the unknown distribution of the effects and also draw similarities to other estimators, such as the within estimator. A change in these assumptions results in a change in the loglikelihood function and nuisance parameter space and, hence, in the semiparametric efficient estimator. Adams, Berger, and Sickles (1999) developed semiparametric efficient estimators using higher dimensional product kernels for the (log) linear model as well for the semilinear model of Robinson (1988). Others have considered efficient estimation with different assumptions. Chamberlain (1987, 1992) and Arrelano and Bover (1995) discussed efficient estimation with strict exogeneity assumptions. This paper generalizes the semiparametric efficient estimators derived by Park and Simar (1994) and by Park, Simar, and Sickles (1998) by allowing for the transitory error to be autocorrelated.

One motivation for such a model which we illustrate in an empirical example is the need to estimate an serially correlated stochastic frontier distance function, isolate the fixed effects estimates, and interpret transformations of them as firm-specific relative efficiencies (Schmidt and Sickles, 1984). In markets in which regulatory constraints have been lessened or done
away with, the market shocks may not be adjusted to immediately and may induce a serial correlation pattern in within firm variations. In the banking industry, whose productivity we analyze over the 1980’s and 1990’s, semiparametric efficient estimation becomes an important tool in providing robust point estimation of inferences of financial deregulation’s impact on productivity and efficiency.

Section 2 contains our main results. There we outline our general panel model and derive two semiparametric efficient estimators according to the relationships between the regressors and the effects (independence and dependence). Section 3 considers Monte Carlo results. Section 4 outlines the modeling scenario on which our empirical illustration, estimating the efficiency of the U. S. banking industry during its regulatory transition of the 1980’s and 1990’s, is based as well as the results from our application in analyzing banking productivity. Section 5 concludes. All technical proofs are in the appendix.

2 Models and Main Results

The basic model we analyze in this paper is an AR(1) panel model that can be written as:

\[ Y_{it} = X'_{it}\beta + \alpha_i + \varepsilon_{it} ; \quad i = 1, \ldots, N; \quad t = 1, \ldots, T \]
\[ \varepsilon_{it} = \rho \varepsilon_{i,t-1} + u_{it} ; \quad |\rho| < 1 \] (1)

where \( X_{it} \in \mathbb{R}^d, \beta \in \mathbb{R}^d \) and \( u_{it} \) are iid random variables from a \( \mathcal{N}(0, \sigma^2) \). Denoting \( X_i = (X'_{i1}, \ldots, X'_{iT})' \), \((\alpha_i, X_i)\)'s are iid random variables having unknown density \( q(\cdot, \cdot) \) on \( \mathbb{R}^{1+dT} \). The support of the marginal density of \( \alpha \) is bounded above (or below). This bound \( B \) provides the upper level of the production frontier or the lower level of, e.g., the cost frontier. Finally we assume that \( \varepsilon \)'s and \((\alpha, X)\)'s are independent.

Although equation (1) is the generic panel data model, an appealing empirical motivation for the appropriate treatment of (1) is to estimate firm specific efficiency levels in a stochastic panel production frontier model (c.f. Schmidt and Sickles, 1984; Cornwell, Schmidt and Sickles, 1990). There, \( Y_{it} \) is the \( t \)-th observation on the output of the \( i \)-th firm, \( X_{it} \) is a vector of the \( t \)-th observation of the \( d \) inputs of the \( i \)-th firm and \( \alpha_i \) is an unobservable random effect that captures firm specific inefficiency. The availability of panel data allows identification of realizations of \( \alpha_i \) for a particular firm and thus overcomes the limitation of a single cross-section (or time series) which allows only the identification of the expectation of \( \alpha_i \) conditional on stochastic noise (Jondrow, Lovell, Materov and Schmidt, 1982). Time invariance of the effects is assumed in this paper. This is a generic treatment with most panel models and not one which we extend herein. Cornwell, Schmidt and Sickles (1990) did address this issue for a Hausman and Taylor-type estimator but their treatment did not
deal with the issues of semiparametric efficient estimators. Moreover, they required a set of orthogonality restrictions to identify parameters. The motivation of this paper to pursue more robust modeling efforts is at odds with these more parametric modeling efforts. In Section 2.3 below we rely on large T-asymptotics to consistently estimate the persistent portion of the effects.

We will consider two structures that describe the relationship between $X$ and $\alpha$ in our semiparametric treatments of the AR(1) process: independence in Model 1 and dependence in Model 2. These dependence structures have been addressed in the parametric estimation literature in a number of studies which are surveyed in Baltagi (1995). Throughout this section, we consider the time period $T$ fixed. It turns out that the semiparametric efficiency results for estimation of $\beta$, which are given in the following two subsections, do not depend on the assumption that the support of $\alpha_i$’s is bounded from above.

2.1 Model 1

In this first case, $X_i$ and $\alpha_i$ are supposed to be independent, as with the $\varepsilon_i$. We denote by $h(\cdot)$ the univariate density of the $\alpha_i$ and by $g(\cdot)$ the $dT$-variate density of $X_i$ and we want to consider the semiparametric efficient estimation of $\beta$ in Model 1 from the sample $\{(X_i, Y_i) \mid i = 1, \ldots, N\}$ in the presence of the nuisance parameters $(\rho, \sigma^2, h(\cdot), g(\cdot))$.

We will use the basic techniques discussed in Appendix A, with the notations and terminologies introduced there. Let $Y = (Y_1, \ldots, Y_T)'$, $X = (X'_1, \ldots, X'_T)'$ for the generic of observation $(X_i, Y_i)$ and $(\alpha, \varepsilon)$ for the generic of $(\alpha_i, \varepsilon_i)$. Thus, in these notations, $(X_t, Y_t)$ are generics for $(X_{it}, Y_{it})$, $i = 1, \ldots, N$. Define

\[ W \equiv W(\rho, \beta) = \frac{1}{T(\rho)} \left\{ (1 - \rho^2)(Y_1 - X'_1 \beta) + (1 - \rho) \sum_{t=2}^{T} (Y_t - X'_t \beta - \rho(Y_{t-1} - X'_{t-1} \beta)) \right\} \]

where $T(\rho) = (1 - \rho^2) + (T - 1)(1 - \rho)^2$ and $v^2 = v^2(\rho) = \sigma^2/T(\rho)$. It is useful to note that $W$ is a weighted average of $Y_1 - X'_1 \beta, \ldots, Y_T - X'_T \beta$: $W = \sum_{t=1}^{T} c_t(Y_t - X'_t \beta)$, where

\[ c_t = c_t(\rho) = \left\{ \begin{array}{ll} (1 - \rho)/T(\rho) & , \text{for } t = 1 \text{ and } T \\ (1 - \rho)^2/T(\rho) & , \text{for } t = 2, \ldots, T - 1 \end{array} \right. \]

Note that indeed $\sum_{t=1}^{T} c_t = 1$.

Furthermore, given $\beta, \rho$ and $\sigma^2$, $W$ is a complete and sufficient statistic for $\alpha$ treated as a parameter. This follows since

\[ W(\rho, \beta) = \alpha + \sum_{t=1}^{T} c_t \varepsilon_t \]

\[ = \alpha + \{(1 - \rho^2)\varepsilon_1 + (1 - \rho)(u_2 + \ldots + u_T)\}/T(\rho) \]

Theorem 2.1
where the second term follows a \( N(0, v^2) \) distribution. Next, \( Y_t - X'_t \beta - W(\rho, \beta) \) for \( t = 1, \ldots, T \) are ancillary for \( \alpha \). It is necessarily independent of \( W(\rho, \beta) \) in the original model.

From (2) the pdf of \( W \) is given by

\[
f(w) = f(w; \rho) = \int \frac{1}{\sqrt{2\pi v}} \int \exp \left\{ -\frac{(w-u)^2}{2v^2} \right\} h(u) \, du
\]

Also, from the arguments in the preceding paragraph the pdf of \( (X, Y) \) can be written as

\[
p(x, y; \beta, \rho, \sigma^2, h, g) = \left( \sqrt{2\pi} \right) f(w(\rho, \beta)) \left( \sqrt{2\pi\sigma} \right)^{-T} (1 - \rho^2)^{1/2} \exp \{ w^2(\rho, \beta)/(2v^2) \}
\]

\[
\times \exp \left[ -\frac{1}{2\sigma^2} \left\{ (1 - \rho^2)(y_1 - x'_1 \beta)^2 + \sum_{t=2}^{T} (y_t - x'_t \beta - \rho(y_{t-1} - x'_{t-1} \beta))^2 \right\} \right] g(x)
\]

where \( w(\rho, \beta) = \sum_{t=1}^{T} c_t(y_t - x'_t \beta) \).

Let \( Z_t = Z_t(\rho, \beta) = Y_t - X'_t \beta - W \) and denote by \( \tilde{X} \) the weighted average of \( X_1, \ldots, X_T \):

\[
\tilde{X} = \tilde{X}(\rho) = \sum_{t=1}^{T} c_t X_t.
\]

Let \( I_f \) be the Fisher information for location of \( f(\cdot) \):

\[
I_f = \int \frac{(f^{(1)})^2}{f}(w) \, dw
\]

where \( f^{(j)} \) denotes the \( j \)th derivative of \( f \). Finally define

\[
\Sigma_1 = E \{ (1 - \rho^2)(X_1 - \tilde{X})(X_1 - \tilde{X})' + \sum_{t=2}^{T} (X_t - \tilde{X} - \rho(X_{t-1} - \tilde{X}))(X_t - \tilde{X} - \rho(X_{t-1} - \tilde{X}))' \},
\]

\[
\Sigma_2 = E(\tilde{X} - E\tilde{X})(\tilde{X} - E\tilde{X})'.
\]

We can now state the following theorem:

**Theorem 2.1** Assume that \( I_f < \infty \), and that \( \Sigma_1 \) and \( \Sigma_2 \) exist and are non-singular. Then, the efficient score function and the information bound for estimating \( \beta \) in Model 1 are given by:

\[
\ell^* = \frac{1}{\sigma^2} \left\{ (1 - \rho^2)Z_1 X_1 + \sum_{t=2}^{T} (Z_t - \rho Z_{t-1})(X_t - \rho X_{t-1}) \right\} - \frac{f^{(1)}}{f}(W)(\tilde{X} - E(\tilde{X})) \quad (4)
\]

\[
I = \sigma^{-2}\Sigma_1 + I_f \Sigma_2. 
\]
The proof is in the Appendix B.

We construct an efficient estimator of $\beta$ following the same ideas as in Park and Simar (1994). We need preliminary $\sqrt{N}$-consistent estimators $\tilde{\beta}$ and $\tilde{\rho}$ of $\beta$ and $\rho$. The within estimator obtained by regressing $Y_i - \bar{Y}$ on $X_i - \bar{X}$ by OLS methods provides a consistent $\tilde{\beta}$. One may think that the correlation of the within OLS residuals $Y_i - \bar{Y} - (X_i - \bar{X})'\tilde{\beta}$ with their lagged values would provide a consistent estimator of $\rho$. However, with $T$ fixed, it is not consistent because the correlation between $\varepsilon_{it} - \varepsilon_i$ and $\varepsilon_{i,t-1} - \varepsilon_i$ is not equal to $\rho$ but leaves terms of order $1/T$. We construct a $\sqrt{N}$-consistent estimator $\tilde{\rho}$ as follows.

Define

$$C_{i,k}(\beta) = \sum_{t=k}^{T} (Y_{it} - X_{it}'\beta)(Y_{i,t-k} - X_{i,t-k}'\beta)/(T - k + 1).$$

Then, we have $E\{C_{i,k}(\beta)|\alpha_i\} = \alpha_i^2 + \rho^k\tau^2$ where $\tau^2 = \sigma^2/(1 - \rho^2)$. Thus, it follows that

$$E\{C_{i1}(\beta) - C_{i2}(\beta)|\alpha_i\} = \rho(1 - \rho)\tau^2$$

$$E\{C_{i0}(\beta) - C_{i1}(\beta)|\alpha_i\} = (1 - \rho)\tau^2$$

for all $i$. This suggests that for $t > 2$, $\tilde{\rho}$ defined by

$$\tilde{\rho} = \frac{\sum_{i=1}^{N} \{C_{i1}(\tilde{\beta}) - C_{i2}(\tilde{\beta})\}}{\sum_{i=1}^{N} \{C_{i0}(\tilde{\beta}) - C_{i1}(\tilde{\beta})\}}$$

is a $\sqrt{N}$-consistent estimator of $\rho$.

A consistent estimator of $\sigma^2$ can be obtained as follows. Define $W_i(\rho, \beta), Z_{it}(\rho, \beta)$ and $\tilde{X}_i(\rho)$ in the same way as defining $W(\rho, \beta), Z_t(\rho, \beta)$ and $\tilde{X}(\rho)$ respectively. For example

$$W_i(\rho, \beta) = \sum_{t=1}^{T} c_t(\rho)(Y_{it} - X_{it}'\beta).$$

Define

$$\hat{\sigma}^2(\rho, \beta) = \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} e_t(\rho)Z_{it}(\rho, \beta)^2,$$

where

$$e_t(\rho) = \begin{cases} (1 + \rho)/(T - 1), & \text{for } t = 1 \text{ and } T \\ (1 - \rho^2)/(T - 1), & \text{for } t = 2, \ldots, T - 1. \end{cases}$$
Note that for $t = 1, \ldots, T$

\[ E \left\{ Z_{it}(\rho, \beta)^2 \right\} = \frac{(T-1)(1-\rho)}{T(\rho)(1+\rho)} \sigma^2 \]

\[ e_t(\rho) = \frac{T(\rho)(1+\rho)}{(T-1)(1-\rho)} e_t(\rho), \]

\[ \sum_{t=1}^{T} e_t(\rho) = \frac{T(\rho)(1+\rho)}{(T-1)(1-\rho)}. \]

So we have $E(\hat{\sigma}^2(\rho, \beta)) = \sigma^2$. A consistent estimator of $\sigma^2$ is given by

\[ \tilde{\sigma}^2 = \hat{\sigma}^2(\tilde{\rho}, \tilde{\beta}). \tag{7} \]

We need also to define an estimator of the matrix $I$. To do this let $\tilde{X}(\tilde{\rho}) = \frac{1}{N} \sum_{i=1}^{N} \tilde{X}_i(\tilde{\rho})$, and write

\[ \tilde{\Sigma}_1 = \frac{1}{N} \sum_{i=1}^{N} \left\{ (1-\tilde{\rho}^2)(X_{i1} - \tilde{X}_i(\tilde{\rho}))(X_{i1} - \tilde{X}_i(\tilde{\rho}))' \right\} \]

\[ + \sum_{t=2}^{T} \left[ X_{it} - \tilde{X}_i(\tilde{\rho}) - \tilde{\rho}(X_{i,t-1} - \tilde{X}_i(\tilde{\rho})) \right] [X_{it} - \tilde{X}_i(\tilde{\rho}) - \tilde{\rho}(X_{i,t-1} - \tilde{X}_i(\tilde{\rho}))]' \}, \]

\[ \tilde{\Sigma}_2 = \frac{1}{N} \sum_{i=1}^{N} \left\{ \tilde{X}_i(\tilde{\rho}) - \tilde{X}_i(\tilde{\rho}) \right\} \left\{ \tilde{X}_i(\tilde{\rho}) - \tilde{X}_i(\tilde{\rho}) \right\}' \]

\[ \tilde{I}_f = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{\hat{f}(1)}{f} \right)^2 (\tilde{W}_i; \tilde{\rho}, \tilde{\beta}). \]

In the last expression $\tilde{W}_i = W_i(\tilde{\rho}, \tilde{\beta})$ and $\hat{f}$ is a kernel estimator of $f$, the pdf of $W$:

\[ \hat{f}(w; \rho, \beta) = \frac{1}{N} \sum_{i=1}^{N} K_s(w - W_i(\rho, \beta)) + c, \]

where $K_s(u) = (1/s)K(u/s)$ and $K$ is a probability density function such that $|K^{(j)}/K|$ are bounded for $j = 1, 2, 3$. An example of $K$ satisfying this condition is given by $K(u) = e^{-u}(1+e^{-u})^{-2}$, which was be used throughout in the numerical works presented in Section 3 and 4. The bandwidth $s$ and the constant $c$ tends to zero at some appropriate rates described below. We define $\tilde{I} = \tilde{\sigma}^{-2}\tilde{\Sigma}_1 + \tilde{I}_f\tilde{\Sigma}_2$.

Finally, writing $\tilde{Z}_{it} = Z_{it}(\tilde{\rho}, \tilde{\beta})$ we can define the estimator of $\beta$ by

\[ \tilde{\beta} = \tilde{\beta} + \frac{1}{N} \tilde{I}^{-1} \sum_{i=1}^{N} \left\{ \tilde{\sigma}^{-2}(1-\tilde{\rho}^2)\tilde{Z}_{i1}X_{i1} \right. \]

\[ + \tilde{\sigma}^{-2} \sum_{t=2}^{T} \left( \tilde{Z}_{it} - \tilde{\rho}\tilde{Z}_{i,t-1} \right)(X_{it} - \tilde{\rho}X_{i,t-1}) - \left\{ \tilde{X}_i(\tilde{\rho}) - \tilde{X}_i(\tilde{\rho}) \right\} \frac{\hat{f}(1)}{f}(\tilde{W}_i; \tilde{\rho}, \tilde{\beta}) \right\}. \tag{8} \]
We state now our main results showing that $\hat{\beta}$ is a semiparametric efficient estimator of $\beta$.

**Theorem 1** Assume the conditions given in Theorem 2.1. Assume that $E(e^t\|\tilde{\varepsilon}_i\|) < \infty$ for some $t > 0$ and that $\int u^2h(u)\,du < \infty$. If $s \to 0, c \to 0$ and $Nc^2s^6 \to \infty$ as $N \to \infty$, then we have

$$N^{1/2}(\hat{\beta} - \beta) \to_d N(0, I^{-1}) \quad \text{as } N \to \infty.$$  

The proof is in Appendix B.

In the theorem above, we used, $\tilde{\beta}$, the OLS within estimator of $\beta$ as a first step consistent estimator. From this we derived also the consistent estimators $\tilde{\rho}, \tilde{\sigma}^2$. This is sufficient to define our semiparametric efficient $\hat{\beta}$ in (8). This first step within does not take into account the AR(1) structure of the error terms. We could also use in the first step a feasible GLS within estimator of $\beta$ which is more efficient than the OLS within. This might in small sample improve the quality of our semiparametric estimator. The GLS within can be defined as follows. Let

$$X_{i1}^* = X_{i1} - \tilde{X}_i(\hat{\rho})$$

and for $t = 2, \ldots, T$

$$X_{it}^* = X_{it} - \tilde{X}_i(\hat{\rho}) - \hat{\rho}\{X_{i,t-1} - \tilde{X}_i(\hat{\rho})\}.$$  

Likewise define $Y_{it}^*$ for $t = 1, \ldots, T$. First, $\tilde{Y}_i(\rho) = \sum_{t=1}^T c_t(\rho)Y_{it}$ then

$$Y_{i1}^* = Y_{i1} - \tilde{Y}_i(\hat{\rho})$$

and for $t = 2, \ldots, T$

$$Y_{it}^* = Y_{it} - \tilde{Y}_i(\hat{\rho}) - \hat{\rho}\{Y_{i,t-1} - \tilde{Y}_i(\hat{\rho})\}.$$  

The GLS within estimator of $\beta$ is then defined by

$$\tilde{\beta}_{GLS} = \left( \sum_{i=1}^N \left( (1 - \hat{\rho}^2)X_{i1}^*X_{i1}^* + \sum_{t=2}^T X_{it}^*X_{it}^* \right) \right)^{-1} \left( \sum_{i=1}^N \left( (1 - \hat{\rho}^2)X_{i1}^*Y_{i1}^* + \sum_{t=2}^T X_{it}^*Y_{it}^* \right) \right).$$  

We note that

$$\tilde{\beta}_{GLS} = \beta + \left( \frac{1}{N} \sum_{i=1}^N \left( (1 - \hat{\rho}^2)X_{i1}^*X_{i1}^* + \sum_{t=2}^T X_{it}^*X_{it}^* \right) \right)^{-1} \left( \frac{1}{N} \sum_{i=1}^N \left( (1 - \hat{\rho}^2)X_{i1}^*\varepsilon_{i1} + \sum_{t=2}^T X_{it}^*u_{it} \right) \right),$$

$$\times \left( \frac{1}{N} \sum_{i=1}^N \left( (1 - \hat{\rho}^2)X_{i1}^*\varepsilon_{i1} + \sum_{t=2}^T X_{it}^*u_{it} \right) \right).$$  
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which may be verified using the identity \((1 - \hat{\rho}^2)X_i^* + (1 - \hat{\rho})\sum_{t=2}^T X_i^* = 0\).

From this estimator, as above we can derive an improved estimator of \(\rho\) and \(\sigma^2\) by plugging \(\hat{\beta}_{GLS}\) in place of \(\hat{\beta}\) in the expressions defining \(\hat{\rho}\) and then \(\hat{\sigma}^2\), as in (6) and (7). This provides \(\hat{\rho}_{GLS}\) and \(\hat{\sigma}^2_{GLS}\). It may be seen that these estimators have less mean squared errors than \(\hat{\rho}\) and \(\hat{\sigma}^2\). All those GLS within estimators can be used in the expression (8) to provide \(\hat{\beta}_{GLS}\). In the simulations below, we will compare the small sample properties of \(\hat{\beta}\) and \(\hat{\beta}_{GLS}\).

**Remark 2.1** Another improved estimator, denoted by \(\hat{\rho}\), of \(\rho\) may be obtained by plugging the efficient estimator of \(\beta\) into the formula (6). Also, with \(\hat{\rho}\) and \(\hat{\beta}\) we can also define by (7) \(\hat{\sigma}^2 = \hat{\sigma}^2(\hat{\rho}, \hat{\beta})\). Again, it may be seen that these estimators have less asymptotic mean squared errors than \(\hat{\rho}\) and \(\hat{\sigma}^2\).

**Remark 2.2** With \(T\) treated as fixed, Kiefer (1980) and Im et al. (1999), among others, have provided gmm-type moment-based estimators that consistently (and in some cases efficiently) estimate an unrestricted covariance matrix for parametric models. It is not clear how such approaches for semiparametric efficient methods that are distribution-based could be utilized. One would need to specify the general covariance of \(\varepsilon\) in terms of a parametric submodel that would nest arbitrary covariance structures. Possibly the assumption of conditional symmetry for \(\varepsilon\) along the lines of Brown and Jeon (2001) or elliptical symmetry could be pursued to examine such arbitrary structures. We do not examine these arbitrary covariance structures in this paper.

### 2.2 Model 2

Model 2 is in fact the general basic model specified by equation (1) where we allow dependence between \(\alpha_i\) and \(X_i\). We still assume independence between \((\alpha_i, X_i, \varepsilon_i)\). Here we denote \(q(\cdot, \cdot)\) the common \((1 + dT)\)-variate density of \((\alpha_i, X_i)\)'s. Then with all the notations introduced in Model 1, we can state the following theorem.

**Theorem 2.2** Assume that \(\Sigma_1\) exists and is non-singular. Then, the efficient score function and the information bound for estimating \(\beta\) in Model 2 are given by:

\[
el^* = \frac{1}{\sigma^2} \left\{ (1 - \rho^2)Z_1X_1 + \sum_{t=2}^T (Z_t - \rho Z_{t-1})(X_t - \rho X_{t-1}) \right\} \tag{11}
\]

\[
I = \sigma^{-2}\Sigma_1. \tag{12}
\]

The proof is in Appendix B.
Remark 1  Obviously we have:

\[ \sigma^{-2} \Sigma_1 \leq \sigma^{-2} \Sigma_1 + I_j \Sigma_2 \leq E \ell_\beta \ell'_\beta, \]

where \( \ell_\beta \) is the score with respect to \( \beta \), i.e. the partial derivative of the log-likelihood with respect to \( \beta \). The inequality between the matrices is in the sense of the positive semidefinite-ness of their differences. The first inequality shows the price to pay for allowing dependence between \( \alpha \) and \( X \), and the next one for not knowing \( \rho, \sigma^2, h \) and \( g \).

A semiparametric efficient estimator for Model 2 could be constructed as above in Model 1 but now, without the second part in \( \ell^* \) (compare (4) with (11)), but a simpler efficient estimator is provided by the following corollary.

Corollary 2.1  The GLS within estimator \( \tilde{\beta}_{\text{GLS}} \) defined in (9) is efficient in Model 2.

Proof: From the expression (10), it is indeed straightforward to show that as \( N \to \infty \), we have

\[ \sqrt{N}(\tilde{\beta}_{\text{GLS}} - \beta) \to_d N(0, \sigma^2 \Sigma_1^{-1}). \]

2.3  Individual effects and the level of the frontier.

Since \( W_i = \alpha_i + \sum_{t=1}^T c_t \epsilon_{it} \), it seems natural to define estimators of the effects by

\[ \hat{\alpha}_i = W_i(\hat{\rho}, \hat{\beta}) \] (13)

where \( \hat{\rho} \) is either \( \tilde{\rho} \) or its improvement discussed above. Let \( B \) be the upper boundary of the support of the marginal density of \( \alpha_i \)'s, and define its estimator by

\[ \hat{B} = \max_{1 \leq i \leq N} W_i(\hat{\rho}, \hat{\beta}). \]

Assume \( X_{it} \)'s are i.i.d. \( d \)-dimensional vectors with \( E \{ X_{11} - E(X_{11}) \} \{ X_{11} - E(X_{11}) \}' \) being nonsingular and \( E|X_{11}|^2 < \infty \). Suppose that both \( N \) and \( T \) go to infinity and that \( \sqrt{NT}(\hat{\beta} - \beta) = O_p(1), \sqrt{NT}(\hat{\rho} - \rho) = O_p(1) \). Then, we can show, as in Park and Simar (1994) or Park, Sickles and Simar (1998), that

\[ \sqrt{T}(\hat{\alpha}_i - \alpha_i) \to_d N(0, \sigma^2/(1 - \rho)^2) \]

and that

\[ \hat{B} - B = O_p(T^{-1/2} \log N + N^{-1}). \]
3 Monte Carlo Simulations

We have 4 consistent estimators of $\beta$: the OLS within $\tilde{\beta}$, the GLS within $\tilde{\beta}_{GLS}$ and our two efficient estimators $\hat{\beta}, \hat{\beta}_{GLS}$. The finite sample performances are compared through the following Monte-Carlo (MC) scenarios.

We simulated for Model 1 samples of size $N = 20, 100, 1000$ with $T = 12, 60$ in a model with $d = 2$ regressors. In each MC sample, the regressors were generated according to a bivariate VAR model:

$$X_{it} = RX_{i,t-1} + \eta_{it}, \text{ where } \eta_{it} \sim IN_2(0, \sigma_X^2 I_2),$$

(14)

where $\sigma_X = 1$ and $R = \begin{pmatrix} 0.4 & 0.05 \\ 0.05 & 0.4 \end{pmatrix}$. The simulation was initialized as follows: we chose $X_{i1} \sim N_2(0, \sigma_X^2 (I_2 - R^2)^{-1})$ and start the iteration (14) for $t \geq 2$.

Then the obtained values of $X_{it}$ were shifted around three different means to obtain almost 3 balanced groups of firms from smaller to larger. We fixed $\mu_1 = (5 \ 5)'$, $\mu_2 = (7.5 \ 7.5)'$, $\mu_3 = (10 \ 10)'$. The idea is to generate a reasonable cloud of points for $X$. Other scenarios have been tried: they influence the quality of the estimators jointly but they do not change the conclusions on the comparison issue raised here.

The autoregressive AR(1) part of the model was generated with $\rho = 0.7, 0.1$ and $\sigma = 0.5$. For small values of $\rho$ we could expect that finite sample performances of our efficient estimator could be questionable. Changing the value of $\sigma$ would of course affect jointly the quality of all the estimators but does not affect the comparisons done below.

Finally, the inefficiency parts (the individual effects) were generated independently of the regressors as $B - \text{Exp}(\mu_\alpha)$ where we chose for the exponential distribution a mean $\mu_\alpha = 1$ and for the upper boundary a value of $B = 1$. Since the $y$ are often measured in logarithms (like in Cobb Douglas production functions), this involves an average inefficiency score $E(\exp\{-\text{Exp}(\mu_\alpha)\}) = 0.50$. Here again, other scenarios for generating the $\alpha_i$ could be chosen but this does not affect the conclusions below. The values of $\beta$ was set equal to $(1 \ 0.5)'$.

Due to computing time limitations, most of the results where obtained from $M = 500$ MC replications but when $N = 1000$ only $M = 100$ replications were performed. Some scenarios (with smaller $N$) were done with $M = 1000$ confirming the reported results.

Since the VAR process generating the regressors $X_i$ is symmetric in both components, the $MSE$ for the estimators of the two coefficients are of the same order of magnitude. In
Tables 1–4, we display the sum of the two MC mean squared errors:

$$MSE = \sum_{j=1}^{2} \frac{1}{M} \sum_{m=1}^{M} (\hat{\beta}_m^j - \beta_j)^2,$$

where $\hat{\beta}$ is one of the four proposed estimators.

For the bandwidth $s$ we selected an optimal fixed value $s^*$ by running the whole Monte-Carlo experiment for a selected grid of 20 equally spaced values for $s$ between 0.1 to 2. We report in the tables the results corresponding to the optimal bandwidth $s^*$ which minimizes the $MSE$. In all the tried scenarios, the results were not very sensitive to the choice of $s$ in the above grid. For the analysis of a real data set in Section 4, we will propose a data driven method based on a bootstrap algorithm.

In the situation of Table 1, with $\rho = 0.7$, we see a clear improvement in the use of the efficient estimator, in particular, compared with the OLS within. Note also how the GLS within dominates the OLS. By looking at the two versions of our efficient estimator, it is not clear that we gain by choosing the GLS within as a first step for defining the estimator: this is confirmed in most of the scenarios below. When increasing the value of $T$ we estimate $\rho$ better and the improvement is still better as confirmed in Table 2 with $T = 60$.

When the autocorrelation coefficient $\rho$ is small we might expect poor performances, in finite samples, of our efficient estimators, since the correction factor in (8) introduces additional noise. This is investigated in Table 3 where $\rho = 0.1$. The table shows that our efficient estimator behaves pretty well and better than the GLS within. The latter is not significantly different from the OLS. A better estimation of $\rho$, by increasing $t$ does not change substantially these comments, as shown in Table 4.

The good performances of the efficient estimator with weak autocorrelation are confirmed by Table 5 where the data were generated with no autocorrelation ($\rho = 0$). We only display the results with small sample sizes to save space. Note that here, the GLS within introduces additional noise probably due to estimation of $\rho$.

Finally, it is interesting to compare the performances of our efficient semiparametric estimator $\hat{\beta}$, with those of the efficient semiparametric estimator one would obtain when the AR(1) structure is ignored i.e., the estimator proposed in Park and Simar (1994), denoted $\hat{\beta}^*$ below. In regard to tests for the presence of an AR(1) structure, it is clear that because $\rho$ is a nuisance parameter we have no standard error. However, it would appear that an F-test which would compare the semiparametric efficient restricted residuals ($\rho = 0$) with the unrestricted residuals could be utilized in such contexts. This may be an option for a general test of significance of nuisance parameters in semiparametric efficient models. We do not pursue such tests herein. Table 6 displays the $MSE$ of $\hat{\beta}^*$ with the same MC scenario as in
Table 2 above, where the true \( \rho = 0.7 \). The performances of the OLS within \( \tilde{\beta} \) are of course identical (at the MC precision), but here, the inappropriate \( \hat{\beta}^* \) has no better performances than \( \tilde{\beta} \). Comparing with results of Table 2, we see how our efficient estimator, \( \hat{\beta} \) computed when taking the AR(1) structure into account, outperforms \( \hat{\beta}^* \) (reduction with more than a factor of 3 of the MSE, for each value of \( N \)).

As a global conclusion, it appears that our efficient estimator behaves pretty well across the different MC scenarios even if \( \rho \) is small. When autocorrelation is present and more important, it definitely increases the precision of the estimators of \( \beta \) for the different sample sizes analyzed here.

Once the efficient estimators of \( \beta \) are obtained, estimators of \( \rho \), of the effects \( \alpha_i \) and of the frontier level \( B \) may be derived. This will be illustrated with real data in the next example. To compute the efficient estimator \( \hat{\beta} \) we need to choose a bandwidth \( s \).

For a given \( s \) we compute \( \hat{\beta}(s) \) and the resulting improved estimators \( \hat{\alpha}_i(s), \hat{\rho}(s) \) and \( \hat{\sigma}^2(s) \). Then by using a parametric bootstrap, we generate \( B \) pseudo-samples \( (X_{it}, Y_{it}^*)^b, b = 1, \ldots, B \) by resampling on the residuals in model (1):

\[
Y_{it}^* = X_{it}^t \hat{\beta}(s) + \hat{\alpha}_i(s) + \varepsilon_{it}^*; \quad i = 1, \ldots, N; \quad t = 1, \ldots, T
\]

\[
\varepsilon_{it}^* = \hat{\rho}(s) \varepsilon_{i,t-1}^* + u_{it}^*, \quad (15)
\]

where \( u_{it}^* \sim N(0, \hat{\sigma}^2(s)) \). Here we generated first \( \varepsilon_{i1}^* \sim N(0, \hat{\sigma}^2(s)/(1 - \hat{\rho}^2(s))) \) and then we start the iteration (15) for \( t \geq 2 \).

Each pseudo-sample provides \( \hat{\beta}^{*b}(s) \). We compute the criterion value:

\[
C(s) = \frac{1}{B} \sum_{b=1}^{B} \left( \hat{\beta}^{*b}(s) - \hat{\beta}(s) \right) \left( \hat{\beta}^{*b}(s) - \hat{\beta}(s) \right)'.
\]

A bootstrap bandwidth choice is then given by \( s^* = \arg\min_s C(s) \). In the example below, we chose \( B = 500 \) and we carried out a grid search for \( s^* \) on 10 equally spaced values from 0.1 to 2.


Since the early 1980’s U. S. federal and state regulatory agencies have resorted to less stringent interpretation of banking regulations and adopted less restrictive legislature. The passing of the Reigle-Neal Act in the early 1990’s enabled nationwide banking, while the relaxing
of unit bank, branch bank and state bank type legislature have resulted in numerous mergers and failures which have significantly altered the U.S. banking environment. The introduction of interest bearing consumer checking accounts and the phasing out of Regulation Q interest rate ceilings on savings and small denomination time deposits in the early 1980’s were among the initial wave of deregulation policies. Money market deposit accounts (structured similar to mutual funds) led not only to a new product line but also to competition from non-bank institutions. For comprehensive discussions of these deregulatory issues and the industry’s reactions and adjustments to them, see Berger, Kashyap, and Scalise (1995) and Humphrey and Pulley (1997).

Previous studies of banking productivity and efficiency have relied on three basic methods for productivity and efficiency measurement: linear programming, maximum likelihood, and ordinary least squares or instrumental variable estimation. Berger and Humphrey (1997) provide a general description of these methods. Our focus here is on efficient and robust measurement of productivity and efficiency in a setting in which the regulatory climate has been steadily altered, forcing firms to adjust to a best practice technology using resource allocations that are increasingly unconstrained by financial regulation.

The data set consists of 2,051 U. S. banks from the first quarter of 1984 through the fourth quarter of 1995. We divide the data set into two subsamples based on differing regulatory environments: limited branching (Limit) and no branching (Unit). These samples contain 1,220 and 831 banks each. Others have further separated the data according to bank size (Akhavein et al., 1997). The production and cost data was obtained on-line from the Federal Reserve Bank of Chicago. The Report of Condition and Income (Call Report) and the FDIC Summary of Deposits are the primary sources for the U.S. banking data. The panel data set is a comprehensive source of information on operating costs, inputs (including labor, capital and purchase funds), outputs (loans and deposit services), assets, and the regulatory environment of any institution in the U. S. banking industry. Data on over one hundred variables was collected from the Call Reports and the FDIC Summary of Deposits.

Labor (LAB) is measured using the number of full time-equivalent employees on the payroll at the end of each quarter. The total value of premises, fixed assets, and capitalized leases are used as a proxy for capital (CAP). Purchase funds (PURF) are measured using the sum of deposits greater than U. S. $100,000, foreign debt, federal funds purchased, and liabilities on borrowed money.

The measurement of loan and deposit services is a more complex issue, and two approaches are currently utilized in the U. S. banking literature: intermediation approach and production approach. The intermediation approach uses the dollar amounts of deposits and outstanding loans as a proxy for deposit and loan services provided by a bank, while the
production approach uses the number of outstanding loans and deposits as a measure of banking services produced. The former approach is followed in the data collection and in the modeling method.

The following loan and deposit types are used in this study: real estate loans (RELN), commercial and industrial loans (CILN), installment loans (INLN), and retail time and savings deposits (Deposits). CILN accounts for loans given to businesses, while INLN accounts for loans given to individuals to meet medical expenses, vacation expenses, purchase furniture, automobiles, household appliances, and other miscellaneous expenses. RELN accounts for loans secured by real estate.

The price (interest rate) for each of the loan types is obtained by dividing the interest rate and fee income earned, by the outstanding loan amount. A composite wage rate is obtained by dividing the total labor expenses by the total number of workers. Price indices for capital and purchase funds are calculated by dividing the expenses incurred for each input by the value of total deposits (as presented below).

Outputs, inputs and price definitions used in this paper are consistent with those used in previous studies (Berger, 1993, and Berger et al., 1995). Bank size (total assets) is highly correlated with the size of a given output, and thus dollar values are used in place of the number of loans or deposits.

The definitions of quantities and prices are less than ideal, but are necessitated due to the absence of explicit price indices. The Call Report and FDIC data are reported in nominal terms, and are converted into real terms using a state level consumer price index (1982-84 = $100).

We model the multiple output/multiple input banking technology using the output distance function. The output distance function, $D(Y, X) \leq 1$, provides a radial measure of technical efficiency by specifying the fraction of aggregated outputs ($Y$) produced given chosen inputs ($X$). An $m$-output, $n$-input deterministic distance function can be approximated by

$$\frac{\prod_j^m Y_j^{\gamma_j}}{\prod_k^n X_k^{\beta_k}} \leq 1.$$  

Here the $\gamma_j$'s and the $\beta_k$'s are weights describing the technology. Efficient production means that the index of total output cannot be increased without a reduction in a particular output or by an increase in a particular input, and thus the distance function is unity. The Cobb-Douglas stochastic distance frontier that we utilize below in our empirical illustration is derived by simply multiplying through by the denominator, approximating the terms using natural logarithms of output and inputs, and specifying an AR(1) additive error disturbance $\varepsilon_{it}$ and an independent nonnegative stochastic term $\alpha_i$ for the firm specific level of radial
technological inefficiency. The Cobb-Douglas stochastic distance frontier is thus

$$0 = \sum_j \gamma_j \ln y_{j,it} - \sum_k \beta_k \ln x_{k,it} + \alpha_i + \varepsilon_{it}.$$ 

The output distance function is linearly homogenous in outputs (Diewert, 1982). We normalize the outputs with respect to the first output (real estate loans) and move (the log of) that output to the left-hand side. This provides us with a panel model that conforms our basic model (1). Since firm-specific technical efficiency terms are radial measures, it should be levels, not ratios that require augmentation in order for the firm to be technically efficient. Thus in order to interpret the effects as radial efficiency measures, the right-hand-side output mix is assumed to be exogeneous and thus uncorrelated with the firm effects and with the stochastic error. This is in keeping with treatments in the efficiency and productivity literature (Fixler and Zieschang, 1992, Lovell et al., 1994, and Grosskopf et al., 1997). An alternative to the unconditional estimate of the effects outlined in the previous sections is an estimate of $\alpha_i$ using the conditional mean $E[\alpha_i|\varepsilon_{it}]$, as suggested by Jondrow et al. (1982) and Battese and Coelli (1988). In both of these cases the full knowledge of the joint density of $f(\alpha, \varepsilon)$ is required. In the treatment of the problem we pursue, the distribution of $\alpha$ is not specified, although unlike Park et al. (1998), $\alpha$ and $\varepsilon$ are assumed to be independent. Extensions of our approach to an examination of the semiparametric efficiency of such conditional estimators is an exciting research area but one that we do not undertake in this paper.

Table 7 provides variable definitions and summary statistics for the output and input data used in our distance function analysis for the two regulatory environments. We add to the analysis quarterly dummy variables and a time trend to identify overall technical change in the banking industry.

Results for the within OLS $\hat{\beta}$, our semiparametric efficient estimators $\hat{\beta}$ and $\hat{\beta}_{GLS}$ for Model 1 are provided in Tables 8-9 for Limit and Unit banks. The numbers between parenthesis are the corresponding estimated standard deviations (multiplied by $10^3$). Bandwidth selection is based on the bootstrap procedure outlined in Section 3 and yielded choices for $s^*$ equal to 0.9, and 1.3. Serial correlation estimates range between 0.4057 and 0.7636. As expected from our simulation study, for such large sample sizes, our two semiparametric efficient estimators are very similar. So, in all the following comments we used the semiparametric efficient estimators $\hat{\beta}$ for the comparison of the two regulatory regimes.

Results for the respective estimators for the two regulatory regimes do not indicate any significant scale economies while technological change correspondingly averaged between 1% and 3 %/year. Relative efficiency of limit banks is higher than that of unit banks (Table
10). Their distribution is given in Figure 1. We perform a Kolmogorov-Smirnov test of the
within residuals against normality. Figures 2-3 show plots of the distribution functions for
the standardized normal and the standardized within residuals. Clearly, the two distributions
correspond quite closely. However, with large enough sample sizes any null hypothesis can
be rejected and that is the case (at the 5% level) in our empirical illustration using samples
of size 58,560 and 39,888 for the limit and unit banks. The maintained assumption in this
illustration that the within errors are normal appears quite a good approximation to the
empirical distribution.

We can also examine the differences in efficiencies before and after the passing of the
Reigle-Neal Act in the early 1990’s by estimating separate regressions for the pre and post
1990 observations. This analysis indicates that relative efficiencies of limit and unit banks
rose 8.1% and 28.6%, respectively, averaging an almost 16.4% gain in productive efficiency
between the 1980’s and the 1990’s.

5 Conclusion

This paper has introduced a new semiparametric efficient estimator for random effects panel
data models with AR(1) errors. We have considered specifications in which regressors and
effects are uncorrelated (Model 1) and in which they are correlated (Model 2). We have also
considered estimation and inference in boundary function models in which panel random
effect estimators have been used widely in the empirical productivity literature. Analytical
results were supplemented with Monte Carlo simulations and with an empirical illustration
of banking efficiency that finds a 16.4% increase in banking technical efficiency between the
1980’s and the 1990’s.
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# Tables and Figures

<table>
<thead>
<tr>
<th>$N$</th>
<th>$T$</th>
<th>$\hat{\beta}$</th>
<th>$\hat{\beta}_{\text{GLS}}$</th>
<th>$\hat{\beta}$</th>
<th>$\hat{\beta}_{\text{GLS}}$</th>
<th>$s^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>12</td>
<td>39.63</td>
<td>21.52</td>
<td>18.87</td>
<td>18.50</td>
<td>0.4</td>
</tr>
<tr>
<td>100</td>
<td>12</td>
<td>8.651</td>
<td>3.864</td>
<td>3.442</td>
<td>3.438</td>
<td>0.2</td>
</tr>
<tr>
<td>1000</td>
<td>12</td>
<td>0.8308</td>
<td>0.3485</td>
<td>0.3171</td>
<td>0.3157</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Table 1: Monte-Carlo MSE of the estimators of $\beta$ with $M = 500$ replications. The figures for the MSE are multiplied by $10^4$. Here $\rho = 0.7$, $\sigma = 0.5$ and $\mu \alpha = 1$. For $N = 1000$ only $M = 100$ replications were performed.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$T$</th>
<th>$\hat{\beta}$</th>
<th>$\hat{\beta}_{\text{GLS}}$</th>
<th>$\hat{\beta}$</th>
<th>$\hat{\beta}_{\text{GLS}}$</th>
<th>$s^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>60</td>
<td>11.34</td>
<td>3.475</td>
<td>3.399</td>
<td>3.403</td>
<td>0.5</td>
</tr>
<tr>
<td>100</td>
<td>60</td>
<td>2.231</td>
<td>0.7038</td>
<td>0.6933</td>
<td>0.6930</td>
<td>0.7</td>
</tr>
<tr>
<td>1000</td>
<td>60</td>
<td>0.2111</td>
<td>0.0645</td>
<td>0.0630</td>
<td>0.0629</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Table 2: Monte-Carlo MSE of the estimators of $\beta$ with $M = 500$ replications. The figures for the MSE are multiplied by $10^4$. Here $\rho = 0.7$, $\sigma = 0.5$ and $\mu \alpha = 1$. For $N = 1000$ only $M = 100$ replications were performed.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$T$</th>
<th>$\hat{\beta}$</th>
<th>$\hat{\beta}_{\text{GLS}}$</th>
<th>$\hat{\beta}$</th>
<th>$\hat{\beta}_{\text{GLS}}$</th>
<th>$s^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>12</td>
<td>21.49</td>
<td>21.74</td>
<td>18.88</td>
<td>18.90</td>
<td>0.4</td>
</tr>
<tr>
<td>100</td>
<td>12</td>
<td>4.292</td>
<td>4.236</td>
<td>3.476</td>
<td>3.474</td>
<td>0.2</td>
</tr>
<tr>
<td>1000</td>
<td>12</td>
<td>0.3602</td>
<td>0.3473</td>
<td>0.2975</td>
<td>0.2984</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 3: Monte-Carlo MSE of the estimators of $\beta$ with $M = 500$ replications. The figures for the MSE are multiplied by $10^4$. Here $\rho = 0.1$, $\sigma = 0.5$ and $\mu \alpha = 1$. For $N = 1000$ only $M = 100$ replications were performed.
Table 4: Monte-Carlo MSE of the estimators of $\beta$ with $M = 500$ replications. The figures for the MSE are multiplied by $10^4$. Here $\rho = 0.1$, $\sigma = 0.5$ and $\mu_\alpha = 1$. For $N = 1000$ only $M = 100$ replications were performed.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$T$</th>
<th>$\hat{\beta}$</th>
<th>$\hat{\beta}_{GLS}$</th>
<th>$\hat{\beta}$</th>
<th>$\hat{\beta}_{GLS}$</th>
<th>$s^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>60</td>
<td>3.760</td>
<td>3.699</td>
<td>3.644</td>
<td>3.644</td>
<td>0.7</td>
</tr>
<tr>
<td>100</td>
<td>60</td>
<td>0.7722</td>
<td>0.7512</td>
<td>0.6893</td>
<td>0.6896</td>
<td>0.1</td>
</tr>
<tr>
<td>1000</td>
<td>60</td>
<td>0.0703</td>
<td>0.0684</td>
<td>0.0686</td>
<td>0.0686</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Table 5: Monte-Carlo MSE of the estimators of $\beta$ with $M = 500$ replications. The figures for the MSE are multiplied by $10^4$. Here $\rho = 0$, $\sigma = 0.5$ and $\mu_\alpha = 1$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$T$</th>
<th>$\hat{\beta}$</th>
<th>$\hat{\beta}_{GLS}$</th>
<th>$\hat{\beta}$</th>
<th>$\hat{\beta}_{GLS}$</th>
<th>$s^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>12</td>
<td>21.00</td>
<td>21.60</td>
<td>18.87</td>
<td>18.86</td>
<td>0.3</td>
</tr>
<tr>
<td>100</td>
<td>12</td>
<td>4.071</td>
<td>4.081</td>
<td>3.382</td>
<td>3.381</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 6: Monte-Carlo MSE of the within estimator and of the semiparametric efficient estimator of $\beta$ obtained by ignoring the AR(1) structure with $M = 500$ replications. The figures for the MSE are multiplied by $10^4$. Here $\rho = 0.7$, $\sigma = 0.5$ and $\mu_\alpha = 1$. For $N = 1000$ only $M = 100$ replications were performed.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$T$</th>
<th>$\hat{\beta}$</th>
<th>$\hat{\beta}^*$</th>
<th>$s^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>60</td>
<td>11.08</td>
<td>10.68</td>
<td>0.5</td>
</tr>
<tr>
<td>100</td>
<td>60</td>
<td>2.108</td>
<td>2.018</td>
<td>0.4</td>
</tr>
<tr>
<td>1000</td>
<td>60</td>
<td>0.2049</td>
<td>0.2039</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 7: Data Description-Sample Means

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
<th>Limit</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>reln</td>
<td>Log of real estate loans</td>
<td>9.334</td>
<td>8.959</td>
</tr>
<tr>
<td>cilm</td>
<td>Log of commercial and industrial loans</td>
<td>8.215</td>
<td>8.132</td>
</tr>
<tr>
<td>inln</td>
<td>Log of installment loans</td>
<td>8.424</td>
<td>7.976</td>
</tr>
<tr>
<td>CD</td>
<td>Log of certificate of deposits</td>
<td>8.126</td>
<td>7.782</td>
</tr>
<tr>
<td>DD</td>
<td>Log of demand deposits</td>
<td>8.601</td>
<td>8.478</td>
</tr>
<tr>
<td>OD</td>
<td>Log of retail time and savings deposits</td>
<td>10.614</td>
<td>10.366</td>
</tr>
<tr>
<td>lab</td>
<td>Log of labor</td>
<td>5.163</td>
<td>5.001</td>
</tr>
<tr>
<td>cap</td>
<td>Log of capital</td>
<td>6.440</td>
<td>6.223</td>
</tr>
<tr>
<td>purf</td>
<td>Log of purchased funds</td>
<td>10.721</td>
<td>10.506</td>
</tr>
<tr>
<td>number of observations</td>
<td></td>
<td>58,560</td>
<td>39,888</td>
</tr>
</tbody>
</table>

Table 7: Data Description-Sample Means
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<table>
<thead>
<tr>
<th>Variable</th>
<th>Within OLS $\beta$</th>
<th>Semipar-efficient $\beta$</th>
<th>Semipar-efficient $\beta_{GLS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ciln</td>
<td>0.1658 (1.528)</td>
<td>0.1574 (2.081)</td>
<td>0.1479 (2.227)</td>
</tr>
<tr>
<td>inln</td>
<td>0.3227 (2.012)</td>
<td>0.3166 (2.829)</td>
<td>0.3077 (3.149)</td>
</tr>
<tr>
<td>CD</td>
<td>-0.0242 (1.291)</td>
<td>-0.0124 (1.321)</td>
<td>-0.0071 (1.166)</td>
</tr>
<tr>
<td>DD</td>
<td>-0.0488 (4.360)</td>
<td>-0.0200 (4.925)</td>
<td>-0.0070 (4.605)</td>
</tr>
<tr>
<td>OD</td>
<td>-0.1418 (1.927)</td>
<td>-0.1307 (1.980)</td>
<td>-0.1183 (1.889)</td>
</tr>
<tr>
<td>lab</td>
<td>-0.1655 (4.996)</td>
<td>-0.1529 (5.914)</td>
<td>-0.1360 (5.688)</td>
</tr>
<tr>
<td>cap</td>
<td>-0.0533 (2.029)</td>
<td>-0.0623 (2.912)</td>
<td>-0.0712 (3.347)</td>
</tr>
<tr>
<td>purf</td>
<td>-0.6128 (5.802)</td>
<td>-0.6099 (7.188)</td>
<td>-0.5654 (7.459)</td>
</tr>
<tr>
<td>time</td>
<td>-0.0040 (0.071)</td>
<td>-0.0017 (0.104)</td>
<td>-0.0057 (0.126)</td>
</tr>
<tr>
<td>q1</td>
<td>0.0055 (2.067)</td>
<td>0.0049 (1.667)</td>
<td>0.0050 (1.387)</td>
</tr>
<tr>
<td>q2</td>
<td>-0.0131 (2.096)</td>
<td>-0.0104 (1.858)</td>
<td>-0.0087 (1.565)</td>
</tr>
<tr>
<td>q3</td>
<td>-0.0247 (2.061)</td>
<td>-0.0227 (1.642)</td>
<td>-0.0203 (1.365)</td>
</tr>
</tbody>
</table>

Table 8: Results for LIMIT BANKS. The numbers between parenthesis are the corresponding estimated standard deviations (multiplied by $10^3$). Note that here $\rho = 0.4057$, $\rho_{GLS} = 0.6578$, $\sigma = 0.1643$, $\sigma = 0.1484$, and $\sigma_{GLS} = 0.1433$.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Within OLS $\beta$</th>
<th>Semipar-efficient $\beta$</th>
<th>Semipar-efficient $\beta_{GLS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ciln</td>
<td>0.2825 (2.146)</td>
<td>0.2372 (3.162)</td>
<td>0.2276 (3.135)</td>
</tr>
<tr>
<td>inln</td>
<td>0.2481 (2.174)</td>
<td>0.2622 (3.497)</td>
<td>0.2652 (3.551)</td>
</tr>
<tr>
<td>CD</td>
<td>-0.0446 (2.269)</td>
<td>-0.0104 (3.048)</td>
<td>-0.0046 (2.972)</td>
</tr>
<tr>
<td>DD</td>
<td>-0.0116 (5.778)</td>
<td>0.0043 (5.898)</td>
<td>0.0057 (5.547)</td>
</tr>
<tr>
<td>OD</td>
<td>-0.0973 (2.731)</td>
<td>-0.1006 (2.522)</td>
<td>-0.0967 (2.423)</td>
</tr>
<tr>
<td>lab</td>
<td>-0.2968 (6.936)</td>
<td>-0.1653 (7.643)</td>
<td>-0.1444 (7.256)</td>
</tr>
<tr>
<td>cap</td>
<td>-0.0476 (2.702)</td>
<td>-0.0703 (4.526)</td>
<td>-0.0741 (4.656)</td>
</tr>
<tr>
<td>purf</td>
<td>-0.4949 (8.145)</td>
<td>-0.5049 (10.236)</td>
<td>-0.4855 (10.083)</td>
</tr>
<tr>
<td>time</td>
<td>-0.0029 (0.100)</td>
<td>-0.0048 (0.187)</td>
<td>-0.0053 (0.208)</td>
</tr>
<tr>
<td>q1</td>
<td>0.0018 (2.928)</td>
<td>0.0015 (1.810)</td>
<td>0.0018 (1.654)</td>
</tr>
<tr>
<td>q2</td>
<td>-0.0119 (2.954)</td>
<td>-0.0097 (2.017)</td>
<td>-0.0090 (1.844)</td>
</tr>
<tr>
<td>q3</td>
<td>-0.0170 (2.901)</td>
<td>-0.0137 (1.752)</td>
<td>-0.0130 (1.600)</td>
</tr>
</tbody>
</table>

Table 9: Results for UNIT BANKS. The numbers between parenthesis are the corresponding estimated standard deviations (multiplied by $10^3$). Note that here $\rho = 0.6649$, $\rho_{GLS} = 0.7636$, $\sigma = 0.1618$, $\sigma = 0.1529$, and $\sigma_{GLS} = 0.1498$.

<table>
<thead>
<tr>
<th>Banks</th>
<th>Relative Efficiencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Limit</td>
<td>0.6958 (0.1648)</td>
</tr>
<tr>
<td>Unit</td>
<td>0.5866 (0.1722)</td>
</tr>
</tbody>
</table>

Table 10: Average Relative Efficiencies for Limit and Unit Banks
Figure 1. Relative Efficiencies in Semiparametric Efficient Regression
Figure 2. The Distribution of the Standardized Within Residuals of Limit Banks
Figure 3. The Distribution of the Standardized Within Residuals of Unit Banks
Appendix

A Efficient Estimation in Semiparametric Models

The notion of efficient estimation in semiparametric models is well established in Begun, Hall, Huang and Wellner (1983), Bickel, Klaassen, Ritov and Wellner (1993), and Pagan and Ullah (1999). An excellent survey may be found in Newey (1990). Below we briefly outline the basic ideas in our context.

Write \((X, Y)\) for “generic” observations. Let \(\mathcal{P}\) be the set of all possible joint distributions of \((X, Y)\). Let \(\beta\) be the parameter vector. One calls \(\mathcal{P}_0\) a regular parametric submodel of \(\mathcal{P}\) if \(\mathcal{P}_0(\subset \mathcal{P})\) can be represented as \(\{P_{(\beta, \eta)} : \beta \in \mathbb{R}^d, \eta \in S \text{ open } \subset \mathbb{R}^k\}\) and at every \((\beta_0, \eta_0)\) the mapping \((\beta, \eta) \rightarrow P_{(\beta, \eta)}\) is continuously Hellinger differentiable (see Ibragimov and Has’minskii, 1981, Section 1.7).

For instance, in our basic model (1), a probability distribution can be characterized by \((\beta, \rho, \sigma^2, h)\). Let \((\beta_0, \rho_0, \sigma_0^2, h_0)\) denote the true value of the true underlying \(P\). Write \(\eta_1, \eta_2\) for \(\rho, \sigma^2\) with \(\eta_{10} = \rho_0, \eta_{20} = \sigma_0^2\). Consider a class of functions \(h_{\eta_3}(\cdot, \cdot)\) indexed by \(\eta_3 \in \mathbb{R}^1\) where \(h_{\eta_3}\) is identical to the true \(h_0\) when \(\eta_3 = 0\), for example, one may take \(h_{\eta_3}(\cdot, \cdot) = h_0(\cdot - \eta_3, \cdot)\). Let \(P_{(\beta, \eta_1, \eta_2, \eta_3)}\) denote a distribution characterized by \((\beta, \eta_1, \eta_2, \eta_3)\). This means that the true \(P\) can be written as \(P_{(\beta_0, \eta_{10}, \eta_{20}, 0)}\). Then, the class of probability distribution \(\{P_{(\beta, \eta_1, \eta_2, \eta_3)} : \beta \in \mathbb{R}^d, -1 < \eta_1 < 1, \eta_2 > 0, \eta_3 \in \mathbb{R}^1\}\) is a submodel of \(\mathcal{P}\) passing through the true \(P\) and is regular if \(h_{\eta_3}\), as a function of \(\eta_3\), is “smooth” in a certain sense (Ibragimov and Has’minskii, 1981).

Suppose \(P(= P_{(\beta_0, \eta_0)})\) belongs to a regular parametric submodel \(\mathcal{P}_0\) of \(\mathcal{P}\). Then the notion of information bound and efficient estimation of \(\beta\) are well defined. Let \(L(X, Y, \beta, \eta)\) denote the log likelihood of an observation from \(P_{(\beta, \eta)}\) and let \(\ell_\beta(X, Y) = \partial L/\partial \beta|_{(\beta_0, \eta_0)}\) and \(\ell_{\eta_j}(X, Y) = \partial L/\partial \eta_j|_{(\beta_0, \eta_0)}\) where \(\eta = (\eta_1, \ldots, \eta_k)\). Then,

\[
I(P; \beta, \mathcal{P}_0) = E\{\ell_\beta - \sum_{j=1}^k c_j^* \ell_{\eta_j}\} \{\ell_\beta - \sum_{j=1}^k c_j^* \ell_{\eta_j}\}'
\]

where \(c_j^*\) is a \(d\)-dimensional vector uniquely determined by the orthogonality condition:

\[
E\{\ell_\beta - \sum_{j=1}^k c_j^* \ell_{\eta_j}\} \ell_{\eta_j} = 0, \quad j = 1, \ldots, k.
\]

In fact, the information \(I(P; \beta, \mathcal{P}_0)\) given above is nothing else than the inverse of \(d \times d\) top-left partition of \([E(\ell \ell')]^{-1}\) where \(\ell = (\ell_\beta, \ell_{\eta_1}, \ldots, \ell_{\eta_k})'\).
Moreover, it can be also written as

\[ I(P; \beta, \mathbb{P}_0) = E \ell^* \ell' \]

where

\[ \ell^* = \ell_\beta - \pi(\ell_\beta|\ell_\eta) \]

[\ell_\eta] denotes the closed linear span of \{\ell_\eta_j\}_{j=1}^k, and \(\pi(\ell|S)\) denotes the vector of projections of each component of \(\ell\) onto the space \(S\) in \(L_2(P)\). In other words, we project the scores with respect to the slope parameters onto the nuisance parameter tangent space and then purge the scores of these projections to get the efficient score, which is then orthogonal to the nuisance parameters. An estimator of \(\beta\) is called efficient if it is asymptotically normal with mean zero and variance \(N^{-1}I^{-1}(P; \beta, \mathbb{P}_0)\).

The above discussion applies when \(P\) ranges over \(\mathbb{P}_0\). Clearly, if we only assume that \(P \in \mathbb{P}\) we can estimate no better than if we assumed that \(P \in \mathbb{P}_0\). Accordingly, let \(\inf \{I(P; \beta, \mathbb{P}_0) : \mathbb{P}_0\) is a regular parametric submodel of \(\mathbb{P}\), \(P \in \mathbb{P}_0\}\) be the information bound for estimating \(\beta\) under \(\mathbb{P}\). An estimator \(\hat{\beta}_N\) is now called efficient in \(\mathbb{P}\) if

\[ \sqrt{N}(\hat{\beta}_N - \beta) \rightarrow_d \mathcal{N}(0, I^{-1}(P; \beta, \mathbb{P})) \]

A method of finding \(I(P; \beta, \mathbb{P})\) is well explained in Bickel, Klaassen, Ritov and Wellner (1993). Let \(C\) denote the class of all regular parametric submodels containing \(P\), and let \([\ell_\eta(\mathbb{P}_0)]\) denote the closed linear span of \(\ell_\eta\) for a submodel \(\mathbb{P}_0\). Then \(I(P; \beta, \mathbb{P})\) can be obtained by

\[ I(P; \beta, \mathbb{P}) = E \ell^* \ell'(X, Y) \]

where

\[ \ell^* = \ell_\beta - \pi(\ell_\beta|V) \]

and \(V\) is the closed linear span (called tangent space) of the union of \([\ell_\eta(\mathbb{P}_0)]\) when \(\mathbb{P}_0\) ranges over \(C\). The random variable \(\ell^*\) is called the efficient score function.
B Lemmas and Proofs

B.1 Proof of Theorem 2.1.

With the notations of Section 2.1, the log-likelihood of \((X, Y)\) can be written as
\[
L(X, Y; \beta, \rho, \sigma^2, h, g) = \log g(X) - \frac{T}{2} \log(2\pi \sigma^2) + \frac{1}{2} \log(1 - \rho^2) \\
- \frac{1}{2\sigma^2} \left\{ (1 - \rho^2)(Y_1 - X'_1\beta)^2 + \sum_{t=2}^{T} (Y_t - X'_t\beta - \rho(Y_{t-1} - X'_{t-1}\beta))^2 \right\} \\
+ \frac{W^2}{2v^2} + \log f(W) + \frac{1}{2} \log(2\pi v^2).
\]

Then, the score functions are given by
\[
\ell_\beta := \frac{\partial L}{\partial \beta} \\
= \frac{1}{\sigma^2} \left\{ (1 - \rho^2)Z_1X_1 + \sum_{t=2}^{T} (Z_t - \rho Z_{t-1})(X_t - \rho X_{t-1}) \right\} - \frac{f^{(1)}(W)\tilde{X}}{f(W)} \quad (B.1)
\]
\[
\ell_{\sigma^2} := \frac{\partial L}{\partial \sigma^2} \\
= \frac{1}{2\sigma^2} \left\{ \frac{Z_1^2}{\sigma^2/(1 - \rho^2)} + \sum_{t=2}^{T} (Z_t - \rho Z_{t-1})^2/\sigma^2 \right\} \\
+ \frac{\int \phi_v(W - u)((W - u)^2/v^2 - T)h(u)du}{f(W)}. \quad (B.2)
\]

For computing \(\ell_\rho := \partial L/\partial \rho\) we need some ingredients and we introduce more notations. Let \(k(\rho) = 2\rho + 2(T - 1)(1 - \rho)\) and \(S = S(\rho, \beta) := \sum_{t=1}^{T} d_t(Y_t - X'_t\beta)\) where \(d_t = d_t(\rho)\) are another weights defined by
\[
d_t = d_t(\rho) = \begin{cases} 
1/k(\rho) & \text{for } t = 1 \text{ or } T \\
2(1 - \rho)/k(\rho) & \text{for } t = 2, \ldots, T - 1.
\end{cases}
\]

Note that \(\sum_{t=1}^{T} d_t = 1\). Then it follows that
\[
\frac{\partial}{\partial \rho} (v^2) = \frac{k(\rho)\sigma^2}{T(\rho)^2} \\
\frac{\partial}{\partial \rho} (W) = \frac{k(\rho)(W - S)}{T(\rho)} \\
\frac{\partial}{\partial \rho} (W^2/2v^2) = k(\rho)W(W - 2S)/2\sigma^2.
\]
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Thus, with these preliminary results we can obtain:

\[
\ell_\rho = -\frac{\rho}{1-\rho^2} + \frac{1}{2\sigma^2} \left\{ 2\rho(Y_1 - X_1^0)^2 + \sum_{t=2}^{T} 2(Y_t - X_t^0 - \rho(Y_{t-1} - X_{t-1}^0)) \cdot (Y_{t-1} - X_{t-1}^0) + \int \frac{\phi_u(W - u)k(\rho)(u^2 - 2uS)h(u)du}{f(W)} \right\}.
\]

(B.3)

B.1.1 Computation of the efficient score \(\ell^*\) for estimating \(\beta\). Let \(V\) be the tangent space for the nuisance parameters \(\sigma^2, \rho, g, h\). Then, \(V = V_1 + V_2 + V_3 + V_4\) where \(V_1 = [\ell_{\sigma^2}], V_2 = [\ell_\rho]\) and \(V_3 = \{b(W) : b \in L_2(P), Eb(W) = 0\}, V_4 = \{a(X) : a \in L_2(P), Ea(X) = 0\}\). Here and below \([\ell]\) means the closed linear span of \(\ell\). We know that the efficient score \(\ell^*\) is given by \(\ell^* = \ell_\beta - \pi(\ell_\beta|V)\).

Let \(Q_t(\cdot) = \pi(\cdot|V_t^1)\). By the Halperin’s theorem (see Theorem 3, p. 443, Bickel et al. 1993), it follows that \((Q_1Q_2Q_3Q_4)^m \ell_\beta\) converges to \(\ell^* = \pi(\ell_\beta|V_1^1 \cap V_2^1 \cap V_3^1 \cap V_4^1)\) in \(L_2\)-sense as \(m \to \infty\). By Lemma B.1 below, \(Q_4 \ell_\beta = \ell_\beta\). Thus, \((Q_3Q_4) \ell_\beta = \ell_\beta - \pi(\ell_\beta|V_3)\).

By Lemma B.4 and B.8

\[
(Q_1Q_2) (\ell_\beta - \pi(\ell_\beta|V_3)) = \ell_\beta - \pi(\ell_\beta|V_3).
\]

Therefore, we obtain \((Q_1Q_2Q_3Q_4) \ell_\beta = \ell_\beta - \pi(\ell_\beta|V_3)\). Since

\[
\ell_\beta - \pi(\ell_\beta|V_3) \in V_1^1 \cap V_2^1 \cap V_3^1 \cap V_4^1
\]

already, we conclude that \(\ell^* = \ell_\beta - \pi(\ell_\beta|V_3)\), and by Lemma B.2 and B.3 below it is given by

\[
\ell^* = \frac{1}{\sigma^2} \left\{ (1 - \rho^2)Z_1X_1 + \sum_{t=2}^{T} (Z_t - \rho Z_{t-1})(X_t - \rho X_{t-1}) \right\} - \frac{f^{(1)}}{f}(W)(\tilde{X} - E\tilde{X}).
\]

We now state the lemmas that support the arguments leading to the above efficient score \(\ell^*\).

**Lemma B.1** \(\ell_\beta\) is perpendicular to \(V_4\) in \(L_2(P)\)-sense.

**Proof.** We need to show that \(E(\ell_\beta|X) = 0\). This follows since \(X\) is independent of \(W\) and \(Z_1, \ldots, Z_T\), and thus for \(t = 1, \ldots, T\)

\[
E(Z_t|X) = E(Z_t) = E(\varepsilon_t - \sum_{s=1}^{T} c_s \varepsilon_s) = 0
\]

\[
E \left\{ \frac{f^{(1)}}{f}(W)|X \right\} = E \left\{ \frac{f^{(1)}}{f}(W) \right\} = \int f^{(1)}(w)dw = 0.
\]

\[\blacksquare\]
**Lemma B.2**  
*W* is independent of *Z*₁, ..., *Z*ₜ.

*Proof.* The lemma follows immediately from the arguments in the third paragraph of Subsection 2.1. □

**Lemma B.3**  
\( \pi(\ell_\beta|V_3) = -\frac{f^{(1)}}{f}(W) E(\tilde{X}). \)

*Proof.* Lemma B.2 implies that \( E(Z_t|W) = E(Z_t) = 0, \ t = 1, \ldots, T. \) Since \( \pi(\ell_\beta|V_3) = E(\ell_\beta|W) \) and \( E(\tilde{X}|W) = E(\tilde{X}) \), the result follows. □

**Lemma B.4**  
\( \ell_\beta - \pi(\ell_\beta|V_3) \) is perpendicular to \( \ell_{\sigma^2} - \pi(\ell_{\sigma^2}|V_3) \).

*Proof.* \( \ell_\beta - \pi(\ell_\beta|V_3) \) is already perpendicular to \( \pi(\ell_{\sigma^2}|V_3) \), hence we need to show that it is perpendicular to \( \ell_{\sigma^2} \). But this is true since \( Z_t \overset{d}{=} -Z_t \) and \( X, W, (Z_1, \ldots, Z_T) \) are independent. □

**Lemma B.5**  
\( E(S|W) = W. \)

*Proof.* \( E(S|W) = E(S - W|W) + W = E(\sum_{t=1}^T d_t Z_t|W) + W = W \). □

**Lemma B.6**  
The projection of \( \ell_\rho \) on \( V_3 \) is given by
\[
\pi(\ell_\rho|V_3) = \frac{-\rho}{1 - \rho^2} + \frac{1}{2\sigma^2} k(\rho)W^2 - \frac{(T - 1)(1 - \rho^2)}{(1 - \rho^2)T(\rho)} + \frac{1}{2\sigma^2} \int \phi_\nu(W - u)k(\rho)(u^2 - 2uW)h(u)du.
\]

*Proof.* Since \( Y_t - X_t'\beta = Z_t + W \), we observe that
\[
2\rho(Y_t - X_t'\beta)^2 + \sum_{t=2}^T 2\{Y_t - X_t'\beta - \rho(Y_{t-1} - X_{t-1}'\beta}\}(Y_{t-1} - X_{t-1}'\beta)
= k(\rho)W^2 + 2\rho Z_t^2 + 2 \sum_{t=2}^T (Z_t - \rho Z_{t-1})Z_{t-1} + 2k(\rho)W \sum_{t=1}^T d_t Z_t.
\]
Noting that
\[
E(Z_t^2|W) = E(Z_t^2) = \frac{(T - 1)(1 - \rho^2)}{(1 - \rho^2)T(\rho)} \sigma^2, \quad \text{and} \quad (B.4)
\]
\[
E \{(Z_t - \rho Z_{t-1})Z_{t-1}|W\} = E \{(Z_t - \rho Z_{t-1})Z_{t-1}\} = -\frac{1 - \rho}{T(\rho)} \sigma^2; \quad (B.5)
\]
we can compute \( \pi(\ell_\rho|V_4) = E(\ell_\rho|W) \) from (B.3) by using Lemma B.5. This provides the desired results. □
Lemma B.7  It follows that

\[
\ell_\rho - \pi(\ell_\rho|V_3) = \frac{1}{\sigma^2} \left\{ \rho Z_1^2 + \sum_{t=2}^T (Z_t - \rho Z_{t-1}) Z_{t-1} \right\} - \frac{k(\rho)}{T(\rho)} \frac{f^{(1)}}{f}(W) \sum_{t=1}^T d_t Z_t + \frac{(T-1)(1-\rho)^2}{(1-\rho^2)T(\rho)}
\]

Proof. Note that \( S - W = \sum_{t=1}^T d_t Z_t \). Thus,

\[
\ell_\rho - \pi(\ell_\rho|V_3) = \frac{1}{2\sigma^2} \left\{ 2\rho Z_1^2 + 2 \sum_{t=2}^T (Z_t - \rho Z_{t-1}) Z_{t-1} + 2k(\rho)W(S - W) \right\}
\]

\[
+ \frac{(T-1)(1-\rho)^2}{(1-\rho^2)T(\rho)} + \frac{1}{2\sigma^2} \int 2\phi_v(W - u)uh(u) du \cdot k(\rho)(W - S)
\]

Since \( \int \phi_v(W - u)uh(u) du = v^2 f^{(1)}(W) + W f(W) \) and \( v^2/\sigma^2 = 1/T(\rho) \), the last term in the above expression is equal to

\[
\frac{1}{\sigma^2} k(\rho)W(W - S) + \frac{k(\rho)}{T(\rho)} \frac{f^{(1)}}{f}(W)(W - S).
\]

This concludes the proof of the lemma. ■

Lemma B.8  \( \ell_\beta - \pi(\ell_\beta|V_3) \) is perpendicular to \( \ell_\rho - \pi(\ell_\rho|V_3) \).

Proof. This is obvious, since \( Z_t \equiv -Z_t \), \( E \left\{ \frac{f^{(1)}}{f}(W) \right\} = 0 \), and \( X, W, (Z_1, \ldots, Z_T) \) are independent. ■
B.1.2 Computation of the information bound $I$ for estimating $\beta$. Observe that

$$(1 - \rho^2)Z_1X_1 + \sum_{t=2}^{T} (Z_t - \rho Z_{t-1})(X_t - \rho X_{t-1})$$

$$= (1 - \rho^2)Z_1(X_1 - \bar{X}) + \sum_{t=2}^{T} (Z_t - \rho Z_{t-1})\{X_t - \bar{X} - \rho(X_{t-1} - \bar{X})\}$$

$$+ \bar{X} \left\{ (1 - \rho^2)Z_1 + (1 - \rho) \sum_{t=2}^{T} (Z_t - \rho Z_{t-1}) \right\}.$$  

The second term vanishes since $\sum_{t=1}^{T} c_t Z_t = 0$. Thus,

$$\ell^* = \frac{1}{\sigma^2} \left\{ (1 - \rho^2)Z_1(X_1 - \bar{X}) + \sum_{t=2}^{T} (Z_t - \rho Z_{t-1})\{X_t - \bar{X} - \rho(X_{t-1} - \bar{X})\} \right\}$$

$$- \frac{f^{(1)}(W)}{f}(\bar{X} - E\bar{X}).$$

Using (B.4) and (B.5), a straightforward calculation shows that

$$E(Z_s - \rho Z_{s-1})(Z_t - \rho Z_{t-1}) = \begin{cases} 
1 - \frac{(1 - \rho)^2}{T(\rho)} \sigma^2 & \text{when } s = t \\
-\frac{(1 - \rho)^2}{T(\rho)} \sigma^2 & \text{when } s \neq t
\end{cases}$$

$$E(Z_t - \rho Z_{t-1})Z_1 = -\frac{(1 - \rho)}{T(\rho)} \sigma^2.$$ 

Plugging these formulas in $E\ell^* \ell''$ yields

$$I = \frac{1}{\sigma^2} \left\{ (1 - \rho^2)E(X_1 - \bar{X})(X_1 - \bar{X})' \right. \right.$$  

$$+ \sum_{t=2}^{T} E\{X_t - \bar{X} - \rho(X_{t-1} - \bar{X})\}\{X_t - \bar{X} - \rho(X_{t-1} - \bar{X})\} ' \right.$$  

$$- \frac{1}{T(\rho)} E\left[ (1 - \rho^2)(X_1 - \bar{X}) + (1 - \rho) \sum_{t=2}^{T} E\{X_t - \bar{X} - \rho(X_{t-1} - \bar{X})\} \right]$$

$$\cdot \left[ (1 - \rho^2)(X_1 - \bar{X}) + (1 - \rho) \sum_{t=2}^{T} E\{(X_t - \bar{X} - \rho(X_{t-1} - \bar{X})\} ' \right\}$$

$$+ E\left\{ \frac{f^{(1)}(W)}{f} \right\}^2 E(\bar{X} - E\bar{X})(\bar{X} - E\bar{X})'.$$

The results then follow since

$$(1 - \rho^2)(X_1 - \bar{X}) + (1 - \rho) \sum_{t=2}^{T} E\{X_t - \bar{X} - \rho(X_{t-1} - \bar{X})\} = \sum_{t=1}^{T} c_t (X_t - \bar{X}) = 0.$$
B.2 Proof of Theorem 2.2

Define $S_i(\rho, \beta)$ in the same way as we defined, for instance $W_i(\rho, \beta)$, in Section 2.1, i.e.

$$S_i(\rho, \beta) = \sum_{t=1}^{T} d_t(\rho)(Y_t - X_t'\beta).$$

Below, we sometimes write $W_i, S_i, Z_i, \tilde{X}_i$ and $\tilde{X}$ for $W_i(\rho, \beta), S_i(\rho, \beta), Z_i(\rho, \beta), \tilde{X}_i(\rho)$ and $\tilde{X}(\rho)$ respectively when $\rho$ and $\beta$ are the true parameters.

First define

$$f_N(w) = f_N(w; \rho) := E\hat{f}_N(w; \rho, \beta) = K_s * f(w, \rho) + c$$

Note that $f_N$ depends only on $\rho$, not on $\beta$. Also define

$$I_{f,N} := \int \left\{ \frac{f_N^{(1)}}{f_N}(w) \right\}^2 f(w) dw,$$

$$I_N := \sigma^{-2}\Sigma_1 + I_{f,N}\Sigma_2.$$

The following results are standard in semiparametric literature: as $N \to \infty$ we have

$$E \left\{ \frac{f_N^{(1)}}{f_N}(W_1) - \frac{f^{(1)}}{f}(W_1) \right\}^2 \longrightarrow 0 \quad (B.6)$$

$$E \left| \frac{f_N^{(2)}}{f_N}(W_1) - \frac{f^{(2)}}{f}(W_1) \right| \longrightarrow 0 \quad (B.7)$$

See, for example, Bickel and Ritov (1987) or Park, Sickles and Simar (1998) for the proofs of these results. The result (B.6) enables us to show

$$I_N \longrightarrow I \quad (B.8)$$

$$\{\tilde{X} - E(\tilde{X}_1)\}N^{-1/2} \sum_{i=1}^{N} \frac{f_N^{(1)}}{f_N}(W_i) \overset{p}{\longrightarrow} 0 \quad (B.9)$$

$$N^{-1/2} \sum_{i=1}^{N} (\tilde{X}_i - E(\tilde{X}_1)) \left\{ \frac{f_N^{(1)}}{f_N}(W_i) - \frac{f^{(1)}}{f}(W_i) \right\} \overset{p}{\longrightarrow} 0. \quad (B.10)$$

First, (B.8) follows since

$$I_{f,N} - I_f = E \left\{ \frac{f_N^{(1)}}{f_N}(W_1) - \frac{f^{(1)}}{f}(W_1) \right\} + 2E \left\{ \frac{f_N^{(1)}}{f_N}(W_1) - \frac{f^{(1)}}{f}(W_1) \right\} \frac{f^{(1)}}{f}(W_1)$$

$$\leq E \left\{ \frac{f_N^{(1)}}{f_N}(W_1) - \frac{f^{(1)}}{f}(W_1) \right\}^2 + 2 \left\{ E \left( \frac{f_N^{(1)}}{f_N}(W_1) - \frac{f^{(1)}}{f}(W_1) \right)^2 \cdot I_f \right\}^{1/2} \longrightarrow 0.$$
The result (B.9) follows since the left hand side has mean zero and variance given by

$$\frac{1}{N} \operatorname{var} \left( \bar{X}_1 \right) \var \left\{ \frac{f_N^{(1)}}{f_N}(W_1) \right\} \leq \frac{1}{N} \operatorname{var} \left( \bar{X}_1 \right) I_{f,N}.$$  

Finally, (B.10) follows since the left hand side has mean zero and variance given by

$$\operatorname{var} \left( \bar{X}_1 \right) \mathbb{E} \left\{ \frac{f_N^{(1)}}{f_N}(W_1) - \frac{f^{(1)}}{f}(W_1) \right\}^2.$$  

Now, define

$$Q_N(r, b) := N^{-1/2} \sum_{i=1}^N \left[ \sigma^{-2} (1 - r^2) Z_{i1}(r, b) X_{i1} ight. $$

$$+ \sigma^{-2} \sum_{t=2}^T \left\{ Z_{it}(r, b) - r Z_{i,t-1}(r, b) \right\} (X_{it} - rX_{i,t-1})$$

$$- \left\{ \bar{X}_i(r) - \bar{X}(r) \right\} \frac{f_N^{(1)}}{f_N}(W_i(r, b; r)) \right].$$

Note that if we replace $\tilde{\sigma}^2$ by $\sigma^2$ and $\hat{f}(\cdot; \tilde{\rho}, \tilde{\beta})$ by $f_N(\cdot; \tilde{\rho})$ in the definition of $\tilde{\beta}$, then we can write $\tilde{\beta}$ as

$$\tilde{\beta} + N^{-1/2} \hat{I}^{-1} Q_N(\tilde{\rho}, \tilde{\beta}).$$

Also, note that by (B.9) and (B.10)

$$I_N^{-1} Q_N(\rho, \beta) \xrightarrow{\mathcal{L}} \mathcal{N}(0, I^{-1}).$$

Define

$$R_N(r, b) := N^{-1/2} \sum_{i=1}^N \left\{ \bar{X}_i(r) - \bar{X}_i(r) \right\} \left\{ \frac{\hat{f}^{(1)}}{f}(W_i(r, b); r, b) - \frac{f_N^{(1)}}{f_N}(W_i(r, b); r, b) \right\}. $$

Then, the proof of the theorem is reduced to the proofs of

$$\tilde{I} - I_N \xrightarrow{p} 0 \quad \text{(B.11)}$$

$$R_N(\tilde{\rho}, \tilde{\beta}) \xrightarrow{p} 0 \quad \text{(B.12)}$$

$$\left| Q_N(\tilde{\rho}, \tilde{\beta}) - Q_N(\rho, \beta) - (\tilde{\rho} - \rho) \frac{\partial}{\partial \rho} Q_N(\rho, \beta) - (\tilde{\beta} - \beta) \frac{\partial}{\partial \beta} Q_N(\rho, \beta) \right| \xrightarrow{p} 0 \quad \text{(B.13)}$$

$$N^{-1/2} \frac{\partial}{\partial \rho} Q_N(\rho, \beta) \xrightarrow{p} 0 \quad \text{(B.14)}$$

$$N^{-1/2} \frac{\partial}{\partial \beta} Q_N(\rho, \beta) + I_N \xrightarrow{p} 0. \quad \text{(B.15)}$$
The proofs of (B.11), (B.12) and (B.13) can be done similarly as in the proofs of Lemma A.2 and (A.16) of Park and Simar (1994). Hence they are omitted here. For (B.14), recall
\[ \frac{\partial}{\partial \rho} W_i(\rho) = k(\rho)\{W_i(\rho) - S_i(\rho)\}/T(\rho). \]
We can write
\[ N^{-1/2} \frac{\partial}{\partial \rho} Q_N(\rho, \beta) \]
\[ = -N^{-1} \sigma^{-2} \sum_{i=1}^{N} \left\{ 2\rho Z_{i1}X_{i1} + \sum_{t=2}^{T} (Z_{it} - \rho Z_{i,t-1})X_{i,t-1} + k(\rho)(W_i - S_i)\tilde{X}_i \right\} \]
\[ -N^{-1}k(\rho)T(\rho)^{-1} \sum_{i=1}^{N} \left\{ \frac{f^{(2)}}{f_N}(W_i) - \left( \frac{f^{(1)}}{f_N} \right)^2(W_i) \right\} (W_i - S_i)(\tilde{X}_i - \tilde{X}) \]
\[ -N^{-1} \sum_{i=1}^{N} \frac{f^{(1)}}{f_N}(W_i) \frac{\partial}{\partial \rho}(\tilde{X}_i(\rho) - \tilde{X}(\rho)). \]
Observing that \( E(S_i|W_i) = W_i \) and that \( \frac{\partial}{\partial \rho} \tilde{X}_i(\rho) \) is another weighted average of the \( X_{it} \)'s (this time the sum of the weights is zero) and so \( E\{\frac{\partial}{\partial \rho}(\tilde{X}_i(\rho) - \tilde{X}(\rho))\} = 0 \), we can find that \( N^{-1/2} \frac{\partial}{\partial \rho} Q_N(\rho, \beta) \) has mean zero and variance of order \( 1/N \). Thus (B.14) is established.

Finally, to prove (B.15), we find that
\[ N^{-1/2} \frac{\partial}{\partial \beta} Q_N(\rho, \beta) \]
\[ = -N^{-1} \sigma^{-2} \sum_{i=1}^{N} \left\{ (1 - \rho^2)(X_{i1} - \tilde{X}_i)(X_{i1} - \tilde{X}_i)' \right\} \]
\[ + \sum_{t=2}^{T} (X_{it} - \tilde{X}_i - \rho(X_{i,t-1} - \tilde{X}_i))(X_{it} - \tilde{X}_i - \rho(X_{i,t-1} - \tilde{X}_i))' \]
\[ +N^{-1} \sum_{i=1}^{N} \left\{ \frac{f^{(2)}}{f_N}(W_i) - \left( \frac{f^{(1)}}{f_N} \right)^2(W_i) \right\} (\tilde{X}_i - \tilde{X})_i'. \]
(B.16)
The first term of (B.16) tends to \( -\sigma^{-2} \Sigma_1 \) by WLLN. The second term has mean
\[ E \left\{ \frac{f^{(2)}}{f_N}(W_1) - \left( \frac{f^{(1)}}{f_N} \right)^2(W_1) \right\} E(\tilde{X}_1 - \tilde{X})_1' \]
\[ = \{-I_{f,N} + o(1)\} \{ \Sigma_2 - N^{-1}\text{var}(\tilde{X}_1) \} \]
\[ = -I_{f,N}\Sigma_2 + o(1). \]
Note that the first identity follows from (B.7) and the fact that \( E\frac{f^{(2)}}{f}(W_1) = 0 \). Since the variance of the second term of (B.16) is of order \( 1/N \), we established (B.15).
**B.3 Proof of Theorem 2.3**

With all the notations introduced for Model 1 and in Section 2.2, we can write the log-likelihood of \((X,Y)\) as

\[
L(X,Y; \beta, \rho, \sigma^2, q) = -\frac{T}{2} \log(2\pi\sigma^2) + \frac{1}{2} \log(1 - \rho^2)
- \frac{1}{2\sigma^2} \left\{ (1 - \rho^2)(Y_1 - X_1\beta)^2 + \sum_{t=2}^{T} \{Y_t - X_t\beta - \rho(Y_{t-1} - X_{t-1}\beta)\}^2 \right\}
+ \frac{W^2}{2v^2} + \log f(W,X) + \frac{1}{2} \log(2\pi v^2),
\]

where \(f(w,x)\) is the joint density of \((W,X)\) which is given by

\[
f(w,x) = f(w,x; \rho, \beta) = \frac{1}{v} \int \phi \left( \frac{w - u}{v} \right) q(u,x) \, du.
\]

The theorem follows by arguments parallel to those for Model 1 with the facts that \((W,X)\) and \((Z_1, \ldots, Z_T)\) are independent, and that \(E\{f'(f)/f(W,X)|X\} = 0\).