


1 Introduction
�The quiet life hypothesis� (QLH) by Hicks (1935) argues that, due to management�s
subjective cost of reaching optimal pro�ts, �rms use their market power to allow ine¢ cient
allocation of resources. Increasing competitive pressure is likely to force management to
work harder to reach optimal pro�ts. Another hypothesis that relates market power
and e¢ ciency is �the e¢ cient structure hypothesis� (ESH) by Demsetz (1973). ESH
argues that �rms with superior e¢ ciencies or technologies have lower costs and therefore
higher pro�ts. These �rms are assumed to gain larger market shares which lead to higher
concentration. However, ignoring the e¢ ciency levels of the �rms in a market power
model may cause both estimation and interpretation problems. We brie�y outline these
estimation and interpretation problems below.
The �rst estimation problem involves the a¤ect of measurement error in marginal cost

calculations on outcomes from a dynamic game when there is ine¢ ciency that is ignored.
For market power measurement in dynamic environments Pindyck (1985) proposes using
full marginal cost (FMC) instead of marginal cost (MC). FMC is MC plus the shadow cost
of participating in a coalition.1 This necessitates estimation of the shadow cost. When the
reason for dynamics is strategic (i.e., �rms are playing a repeated game), shadow costs are
a¤ected by the degree of symmetry of �rms (increase in and similarity of e¢ ciency levels)
since one generally observes higher cooperation among �rms as the degree of symmetry
increases. If the e¢ ciency levels of �rms are observed, then ine¢ cient �rms will �nd it less
bene�cial to deviate relative to the state in which they are more e¢ cient. For a variety
of interesting cases the higher is today�s e¢ ciency level the weaker is the punishment
relative to the gain from deviation. If the e¢ ciency levels are not observable, then �rms
cannot know if observed outcomes are due to a deviation or to poor management. Hence,
during the time periods when we have high levels of ine¢ ciency, �rms may undercut each
other to prevent potential deviations. The potential dependence of the shadow cost on
the e¢ ciency levels of the �rms puts in question the consistency of parameter estimates of
the shadow cost function which in turn may contaminate other model parameters. Thus
ine¢ ciency levels would appear to play a more important role in dynamic competition
models than their static counterparts.
A second key estimation problem may be caused by the introduction of measurement

error in the estimation of markups if asymmetry in costs is ignored and thus ine¢ ciency
is not explicitly modeled. Ignoring �rm ine¢ ciencies may thus also invalidate standard
dead-weight-loss (DWL) calculations. Even if parameters are consistently estimated, the
standard interpretation of estimated market power would not be valid if the �rms actually
are ine¢ cient. The problem of interpretation is due to the fact that the calculation of the
deadweight loss (DWL) from collusive behavior depends on whether one attributes �rm
heterogeneities to factors other than ine¢ ciency. If the heterogeneity among the �rms
is due to factors other than their e¢ ciency levels, then the traditional DWL calculation
methods would be valid. On the other hand, if �rms exhibit unobservable ine¢ ciency that
is misinterpreted as �rm heterogeneity in the neoclassical framework of e¢ cient market
behavior, then standard calculations of DWL used in evaluating mergers or antitrust
actions may not be valid. In such cases we recommend using the e¢ cient full marginal
cost (EFMC) for the markup calculation. EFMC is de�ned as the sum of the shadow
cost of participating in a coalition and e¢ cient marginal cost calculated from stochastic
frontier analysis (SFA) techniques.
A third potential estimation problem is due to the possibility that the DWL follows a

non-monotonic path as a function of traditional market power measures, e.g., the conduct

1The reason for the dynamic nature of the optimization problem might be capacity constraints as well.
In that case, shadow cost of capacity should be included in the calculation of full marginal cost.
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(parameter) of �rms. Under the QLH a shift from monopoly to competition not only
reduces the monopoly rents but also increases the e¢ ciencies of �rms which in turn leads
to cost reductions. Thus, the negative e¤ect of market power on social welfare is two-fold.
Standard DWL calculations consider only the former e¤ect. In the case when the most
e¢ cient �rms follow the ESH it is possible to observe a non-monotonic DWL path as
the market power as traditional market power measures such as the conduct (parameter)
of �rms increases. We propose below a market power measure that partially addresses
this monotonicity issue. That is, under the ESH the welfare loss due to monopoly rent
might be dominated by the gain in welfare due to higher e¢ ciency levels. Unfortunately,
the literature on market power measurement largely ignores these issues; and when the
issues are considered they are done so in a static setting.2 In contrast to these studies,
we measure the market power in a dynamic setting.
Because the e¤ects of ignored ine¢ ciency are so pronounced in the dynamic frame-

work it may be instructive to brie�y focus on this particular issue before presenting our
general model. As we have mentioned above and show below as we develop our analytical
arguments, the essential di¤erence between the static and dynamic settings is that in the
dynamic setting conduct is determined by the e¢ cient full marginal cost (EFMC) rather
than the e¢ cient marginal cost (EMC). Ignoring the shadow cost of being in a coalition
introduces an omitted variable bias into the static model. Ignoring shadow costs tends to
induce a positive bias in the conduct parameter and this in turn induces a positive bias
in the estimate of dead-weight-loss (DWL). However, ignoring �rm ine¢ ciencies induces
a negative bias in the DWL estimates. Hence, the overall bias in the DWL estimates is
ambiguous. In practice, underreaction to market power would mean, among other things,
that mergers would be approved which should be prohibited from the social welfare point
of view, whereas the overreaction to market power would mean that mergers would not
be approved although the e¢ ciency gain from the mergers dominates the negative e¤ects
of the mergers. To the best of our knowledge, we are the �rst to consider the e¢ ciencies
of the �rms when measuring the market power in a dynamic setting.
In our empirical model we estimate the market power of U.S. airlines in two city-pairs

by both allowing and not allowing the ine¢ ciencies of the �rms. Using industry level
cost data, we estimate the cost function parameters and time-varying e¢ ciencies by the
�xed e¤ects model proposed by using the model of Cornwell, Schmidt, and Sickles (1990)
(CSS). In order to estimate the conduct parameters, we extend a particular Kalman �lter
procedure dealing with the endogeneity problem proposed by Kim and Kim (2007) to
the multivariate case. We also examine the implications of ignoring ine¢ ciencies of �rms
for the DWL calculations. In order to calculate the DWL for the ine¢ cient �rms we
calculate the e¢ cient MC levels based on our e¢ ciency estimates. Our results indicate
that even in the static case, and using parameter estimates that are consistent under
standard neoclassical assumptions of e¢ ciency, traditional DWL calculations maybe very
inaccurate. To be more speci�c, when the e¢ ciency levels of �rms are low the size of
the DWL can vary substantially depending on whether we assume �rms are e¢ cient or
not. Moreover, the paths that DWL follows as a function of �rm conduct when we ignore
ine¢ ciencies and when we allow for ine¢ ciency also di¤er substantially. We propose a
new measure of market power in order to capture this potential non-monotonic behavior
of DWL as a function of the conduct parameter.
In the next section we provide a brief discussion of modeling approaches that have

been taken in the literature to estimate market power and to measure e¢ ciency. Section

2Berg and Kim (1998), Maudos and Fernández de Guevara (2007), Delis and Tsionas (2009), Koetter,
Kolari, and Spierdijk (2008), and Koetter and Poghosyan (2009) exemplify some papers that consider the
e¢ ciencies of �rms when measuring the market power. None of these papers concentrate on a solution
for the potential non-monotonicity of the DWL as a function of conduct.
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3 provides the details for the technical aspects of our dynamic modeling approach and
develops the Kalman �lter estimator we implement in section 4. In section 4 we provide
the empirical model, discuss our data, detail our estimation methodology, and explain
our results. Section 5 concludes.

2 Measuring Market Power and E¢ ciency

Market power is de�ned as the ability of a �rm (or a group of �rms) to raise the price of
a good or a service above the competitive level. A widely used measure of market power
is the Lerner index, proposed by Lerner (1934):

L � P �MC
P

(1)

This index measures how much market power a �rm exercises as opposed to measuring
how much market power it has. Encaoua and Jacquemin (1980) derive a link between the
Lerner index and the Her�ndahl index which is a measure of market concentration. The
Lerner index is independent of units of price and marginal cost. Usually it is presumed
to be between zero and one.
The Lerner index assumes static pro�t maximization so that the �rm produces MC

equal to marginal revenue (MR). In dynamic markets, price and production are deter-
mined intertemporally. There are at least two reasons leading to a dynamic market
setting: strategic and fundamental.3 If the �rm believes that its rivals will respond to its
current actions in the future, the reason for the dynamic market setting is referred to as
strategic. If the current action a¤ects stock variables that a¤ect future pro�ts, then the
reason for the dynamic market setting is referred to as fundamental. A stock variable,
for example, might be some amount of goodwill or knowledge, or level of a quasi-�xed
output. In a dynamic setting, a risk-neutral �rm maximizes discounted expected pro�ts.
Indeed, even for the static setting with price greater than MC, one can construct examples
so that the Lerner index might not be a reliable measure of market power. Consider a
monopolist who produces an exhaustible resource facing an isoelastic demand curve and
has zero extraction cost. Although the Lerner index is one, the producer has no market
power. In such cases Pindyck (1985) proposes using full marginal cost, which is MC plus
user cost, rather than MC to measure the market power.
Another approach for measuring market power is to estimate a conduct parameter

rather than the Lerner index. This approach uses a conjectural variations approach and
treats the conduct as a parameter to be estimated. One infers the conduct through the
responsiveness of price to changes in demand elasticities. For a static setting the conduct
is deduced from a generalization of the monopolist�s �rst order condition:

P + �QP 0(Q) =MC (2)

where P is the price, Q is the industry output, and � is the industry conduct parameter.
The conduct parameter is equal to one for perfect collusion (or monopoly); is equal

3See Perlo¤, Karp, and Golan (2007) for a book-length treatment of this subject.
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to zero for perfect competition; and is equal to the inverse of the number of �rms for
symmetric Cournot competition. In the conjectural variations approach the conduct
parameter derived from the above equation is the demand elasticity adjusted Lerner
index. In the case of a high margin, markets with inelastic demand and less competitive
markets are distinguished by this demand elasticity adjustment.
One of the problems with the conduct parameter approach, like the Lerner index ap-

proach, is that it is static and hence not valid for dynamic oligopoly games.4 Corts (1999)
argues that if the optimization problem of the �rms is a dynamic one, then the success of
the conduct parameter approach depends on the discount factor and the persistency of
the demand. As the discount factor increases and the demand becomes more persistent,
the conduct parameter approach becomes more accurate. The conduct parameter ap-
proach cannot detect any market power if the discount factor is low and the demand has
substantial shocks. A dynamic version of the conduct parameters method would appear
to be necessary for correct inference about market power. Sickles et al. (2007) considered
a dynamic market power model with conduct �xed over the sample period. However,
considering changing market conditions, the assumption of a constant conduct parameter
may not be realistic. Röller and Sickles (2000) allowed the conduct parameter to vary at
di¤erent stages of a two-stage capacity and price game, while time-varying speci�cations
of conduct have been considered in di¤erent contexts by Bresnahan (1989), Brander and
Zhang (1993), Gallet and Schroeter (1995), Captain and Sickles (1997), and Kim (2005).
In our paper we assume that �rms are playing a dynamic game but we allow the

conduct parameter to be time-varying. The strategies of the �rms determine the actions,
which �rms take as a function of state variables known to the �rms but only partially
observed by the econometrician, in which case we have both observed and unobserved
factors in our empirical model that can a¤ect conduct. A common way to model the time-
varying conduct parameters is to use some explanatory variables as proxies for conduct.
These models are estimated via either three stage least squares (3SLS) or generalized
method of moments (GMM).5 While these studies allow for time-varying conduct, they do
not allow for a time-varying relationship between conduct and the explanatory variables
which proxy conduct. Moreover, the parameters speci�ed in the structural model are
assumed to be constant over time. Ignoring time-varying parameters in the structural
model would typically mean ignoring them in estimating the reduced form predictors for
the right-hand-side endogenous variables and thus may also lead to the problem of weak
instruments. While the �rms have a �core conduct� which is constant over time, it is
assumed in our study that due in part to unobserved factors the conduct parameter is
changing over time. We allow the unobserved factors that a¤ect market power to follow
a stationary autoregressive process in order to allow, for example, for the e¤ect of an
oil price shock on market power to have some persistence in our empirical model. The
Kalman �lter method we describe in the next section can deal with these problems.6

Productive e¢ ciency is a measure of performance of �rms and is an important factor to
consider when analyzing the e¤ects of deregulation, mergers, and market structure. Tech-
nical e¢ ciency can be used to rank �rms according to their performances and improve
managerial oversight by indentifying �best practices�and �worst practices.�Approaches
to measure technical e¢ ciency, based on the modi�cation in the error structure of the
linear regression model and referred to as the stochastic frontier model, were introduced
by Aigner, Lovell, and Schmidt (1977), Battese and Cora (1977), and Meeusen and van

4See, Genesove and Mullin (1998) for some evaluations regarding the success of static oligopoly models
in characterizing conduct.

5For example, Gallet and Schroeter (1995) use 3SLS and Kim (2007) uses GMM.
6The Kalman �lter has other advantages, such as handling missing observations in a direct and

relatively transparent fashion and allowing one to explicitly model non-stationary stochastic processes,
which we do not exploit in our empirical work.
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den Broeck (1977) for cross-sectional models. Jondrow et al. (1982) provided a way
to estimate �rm speci�c technical e¢ ciency in a cross section. Panel data potentially
provide more reliable information about the e¢ ciencies of �rms and are essential for mea-
suring dynamic �rm decison-making. Fully parametric maximum likelihood approaches
for estimating a random e¤ects panel stochastic frontier were introduced by Pitt and Lee
(1981). Schmidt and Sickles (1984) introduced non-parametric regression-based methods
to estimate �xed e¤ects stochastic frontier models and to test for the orthogonality of in-
e¢ ciency e¤ects and input levels, an assumption of the random e¤ects parametric model.
The assumption of time invariance was lifted and estimators for panel stochastic frontiers
with time-varying e¢ ciencies were introduced by Cornwell, Schmidt, and Sickles (1990),
Kumbhakar (1990), and Battese and Coelli (1992).7

In the presence of �rm level ine¢ ciencies the market power estimates should be cor-
rected by using e¢ ciency adjusted marginal costs. The SFA literature provides a wide
range of methods to estimate the cost frontiers from which we can easily calculate the
frontier marginal cost (full e¢ ciency marginal cost). By utilizing SFA e¢ ciency estimates
Koetter, Kolari, and Spierdijk (2008) calculate the static version of the e¢ ciency adjusted
Lerner index.8 As we already mentioned that the static version of the Lerner index has
a variety of issues such as an omitted variable bias and usage of the incorrect version of
the marginal cost. Hence, for the dynamic framework the EFMC seems to be a better
marginal cost concept for the Lerner index or conduct parameter estimation. However,
after such a correction a monotone DWL path as a function of the market power index
cannot be guaranteed if the �rms follow ESH for some market power level. We examine
this issue below.

3 The Empirical Model and Estimations

In this section we outline our empirical model, discuss our data, detail our estimation
methodology, and explain our results. We examine the market power of U.S. airlines in two
city-pairs [Chicago-San Diego (SAN) and Chicago-Salt Lake City (SLC)]. Using industry
level cost data, we also estimate city-pair cost function and marginal cost parameters
and time-varying e¢ ciencies using the �xed e¤ects model of CSS. We consider two basic
models, one with and one without technical e¢ ciency. Time-varying conduct parameters
are estimated using an extended Kalman �lter procedure.

3.1 The Dynamic Competition Model

The model we describe in this section is reminiscent of Puller�s (2007, 2009) models.
These models introduce dynamics in order to provide more realism in modeling dynamic
decision making in the conduct parameter framework. While in the former model the
reason for dynamics is fundamental (capacity choice), for the latter model it is strategic
(repeated game). None of these studies allow for ine¢ ciency (thus the asymmetry in
costs is not due to ine¢ ciency). In contrast to Puller we allow for costs to di¤er because
of idiosyncratic ine¢ ciencies. We refer to the setting in which �rms share the same cost
function (and full e¢ ciency) as the symmetric case and its alternative as the asymmetric

7See, Kumbhakar and Lovell (2000) for an extensive survey on stochastic frontier analysis. Also, see
Sickles (2005) for comparisons of many e¢ ciency estimators including recent ones.

8See also Koetter and Vins (2008) and Koetter and Poghosyan (2009)
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case. Moreover, in contrast to Puller (2007, 2009) we estimate industry conduct rather
than �rm level conduct. In our model �rms choose output and play an e¢ cient supergame
where no structural assumptions are made about the form of the punishment rules for
deviations from the coalition strategies. However, these deviations will be punished and
this will lead to lower pro�ts, such as those consistent with a Cournot equilibrium. As
in Rotemberg and Saloner (1986) and Puller (2009) we assume a full-information envi-
ronment. More precisely, at the beginning of each period �rms know the demand and
cost shocks before they make their decisions. Then, the �rms simultaneously make their
strategic decisions which become common knowledge. The observability of the shocks
allows the oligopoly members to adjust their quantity choices and thus dampen pro�ts
strategically. If the demand and cost shocks are such that the incentive to deviate is
high, �rms adjust strategies are such that they have lower pro�ts relative to the case in
which the incentive to deviate is not high. This is done to prevent deviation. By doing
so �rms may prevent deviations at times when it would seem most likely to deviate. This
looks like a price war and is the general idea of Rotemberg and Saloner (1986) who also
assume that shocks are observable. The shocks are observed by the econometrician as
well. That is, the econometrician has the data for variables that proxy the demand and
cost shocks. We assume that the good is homogenous. Hence, the price is uniform at a
given time period.

We specify the linear inverse demand function as:

Pt = �0 + �1Qt + �2PCIt +
3P

k=1

�i;kQtrkt + "it (3)

where P is the price, Q is the quantity, PCI is the per capita income, and Qtr are the
seasonal dummies.
Firm i�s pro�t function is given by:

�it = Pt(Qt)qit � C(qit; ieit) (4)

where iei is the ine¢ ciency level and C is the cost function. We assume that �rms share
the same cost frontier but they have di¤erent e¢ ciency levels. Hence, the realized cost
is a¤ected by the e¢ ciency of the �rms. This introduces asymmetry to our model. Cost
depends on the city-pair market but, for the sake of notational simplicity, we suppressed
all city-pair subscripts.
The cost function is given by:

lnC(qit; ieit) = ln ~C(qit) + vit + uit (5)

where uit � 0 and vit � N(0; �2v) are mutually independent random variables and ieit =
1� exp(�uit) is the ine¢ ciency of �rm i at time t.
From the above equation the MCs are calculated as follows:

MC(qit; ieit) =
~C(qit)

1� ieit
@ ln ~C(qit)

@qit
(6)

Hence, for a fully e¢ cient �rm we have:
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MC(qit; 0) = ~C(qit)
@ ln ~C(qit)

@qit
(7)

The calculation of marginal cost is based on similar ideas used to calculate conduct
in the market power literature. In the market power literature one estimates perceived
marginal revenue, which depends on conduct. In the case of full market power perceived
marginal revenue is the monopoly outcome. Similarly, in our calculation of marginal cost
we assume that each �rm uses its perceived cost function which is Ci = ~Ci exp(ui);where
the ine¢ ciency level exp(ui) takes on the role of conduct. We can calculate the corre-
sponding perceived marginal cost by di¤erentiating the perceived cost function. Like the
cost curves of �rms with di¤erent e¢ ciency levels, the MC curves are also parallel shifts
of each other. Moreover, the �distance�between the MC curves (of di¤erent �rms) are
the same as the �distance�between the corresponding cost curves. The direct implication
of this is that we can measure the e¢ ciencies of the �rms by utilizing their MC�s. Thus,
all the following formulas are for both the ine¢ ciency and the full e¢ ciency cases. The
optimization problem of the �rms is given by:

Q�t (St; �) = arg max
Qt;st

X
i

�it(sitQt; ;St) st (8)

�bit(Qt;St) +
1P
k=1

�kEt[�
r
it(St+k)] � �it(sitQt;St) +

1P
k=1

�kEt[�
�
it(St+k)] 8i

where s is the market share, Q is the total quantity, �b is the best response pro�t, �r

is the pro�t for the retaliation period, �� is the pro�t when collusion is sustained, St =�
cst dst

�0
is the state of the world at time t, and � is the discount factor. The

components of the state are as follows: cs is a variable representing the cost shock and
ds is a variable representing the demand shock.
The �rst-order condition for the output is:

X
i

[P 0(Q�t )Q
�
t + P (Q

�
t )�MCit(sitQ�t ; iet)]sit � ��t = 0 (9)

P 0(Q�t )Q
�
t +

X
i

MKit(sitQ
�
t ; iet)sit � ��t = 0 (10)

�tP
0(Q�t )Q

�
t +MKt � ��t = 0 (11)

�t�1Q
�
t +MKt � ��t = 0 (12)

where MKit � Pit �MCit is the markup for �rm i, MKt �
P

iMKitsit is the mar-
ket share weighted markup, and ��t is the dynamic factor which re�ects the incentive
compatibility constraint.
Appelbaum (1982) de�nes the industry Lerner index as the market share-weighted

Lerner index. He de�nes the degree of the market power of an industry as the industry
Lerner index. Similar to his index, our model involves the market share-weighted markup
as the industry markup. We call this markup the industry markup. A traditional model
for the industry conduct is:
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MK = ��QP 0(Q). (13)

Our model resembles the traditional model. The only di¤erence is the ��t term that
is introduced due to the dynamic nature of the problem. If ��t = 0 for each t, we can
conclude that �rms are playing a static game. If ��t 6= 0, then �rms are playing a
repeated game and not including ��t causes an omitted variable bias. We de�ne �t as the
industry conduct. If �t = 0 and ��t = 0, then we can deduce that the industry conduct is
consistent with perfect competition and if �t = 1, it is consistent with e¢ cient collusion.
After estimating our model one can calculate the dynamic version of the Lerner index as
follows:

L � P �MC � ��
P

= �� @P
@Q

Q

P
= � �

Ed
. (14)

where Ed denotes the price elasticity of demand.
We examine the consequences of not considering the e¢ ciencies of �rms on market

power analysis for the dynamic game environment. Unfortunately, if the �rms are in-
e¢ cient, then this might lead to substantially inaccurate conclusions about the market
power. If ��t is a function of the e¢ ciency levels, we can conclude that the classical re-
peated game models give invalid inferences by not taking into account the e¤ect of the
e¢ ciency on the market power. Even if ��t is not a function of e¢ ciency levels, the op-
timization model may be irrelevant if the �rm-speci�c cost structures that account for
ine¢ ciencies are not utilized. As the �degree� of ine¢ ciency increases, the severity of
the bias from this kind of misspeci�cation would also increase. Moreover, the Lerner
index formula requires full marginal cost, FMC = MC + ��, rather than the marginal
cost. Hence, even with consistent parameter estimates, the static version of the Lerner
index overestimates the market power if �� > 0. The dynamic e¢ ciency adjusted Lerner
index proxies the DWL due to socially ine¢ cient allocation of resources associated with
monopoly and is de�ned as follows:

LSFA � P �MCSFA � ��
P

. (15)

where MCSFA denotes the fully e¢ cient marginal cost calculated from SFA estimates of
the cost function.
In the presence of ine¢ cient �rms, this DWL triangle is larger than the traditional

DWL triangle and the size di¤erence depends on the extent of ine¢ ciency levels. The
e¢ ciency correction captures this di¤erence.
Finally, we estimate a counterfactual model for ine¢ ciency. From the stochastic fron-

tier model of CSS, we �nd the e¢ cient cost frontier and assume that all �rms share the
corresponding e¢ cient MC function. Then we estimate the market power of the �rms
assuming full e¢ ciency. This provides us a vehicle for examining how much market power
�rms lose by not exploiting their full-e¢ ciencies.

3.2 The Data

The data we use for the cost estimations is a quarterly panel data 1980I-1993IV. These
data are constructed from the Department of Transportation�s (DOT) Form 41/T100
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and are discussed in more detail in Wingrove, et al. (1997), Alam and Sickles (2000),
and Ahn, Good, and Sickles (2000). There are four main inputs: labor, energy, �ight
capital, and a residual category called materials. Materials include supplies, outside
services, and non-�ight capital. Quantity and price data are calculated by the multilateral
Tornqvist-Theil index number procedure. Flight capital is disaggregated into short haul
capital and long haul capital. We include two aircraft attributes to describe �ight capital:
average size (measured in seats) and fuel e¢ ciency. The data set for the cost includes
information for 11 airlines : American Airlines (AA), Continental Airlines (CO), Delta
Airlines (DL), Frontier Airlines (FL), Northwest Airlines (NW), Ozark Air Lines (OZ),
Piedmont Airlines (PI), Republic Airlines (RC), Trans World Airlines (TW), USAir (US),
and United Airlines (UA).
The labor input was composed of 93 separate labor accounts aggregated into �ve em-

ployment classes: �ight deck crews, �ight attendants, mechanics, passenger/cargo/aircraft
handlers, and other personnel. Since we do not have the number of hours worked by each
working class, we could not correct for di¤erent utilization rates. In 1977 Schedule P10
was changed from quarterly data to annual data. Hence, after 1977 we only know fourth
quarter values of employee numbers for speci�c categories. Missing periods were calcu-
lated by interpolation. After the 1987 modi�cation in Form 41, many expense accounts
were eliminated. In order to preserve the compatibility relevant modi�cations made to
data: For example, trainees and instructors moved to other personal category. The
monthly personal data converted to quarterly data by averaging the number of full-time
employees plus one-half of the part-time employees over the corresponding quarter. After
obtaining the relevant head count information for each employment category, the mul-
tilateral Tornqvist-Theil index number procedure is used to derive the aggregate labor
input.
The energy input is meant to capture aircraft fuel only. Fuel that is used for ground

operations and electricity are included in materials index. The energy input was developed
by combining the information on aircraft fuel gallons used with fuel expense data per
period. For normalization multilateral Tornqvist-Theil index number procedure is used
to derive the �nal energy input.
The materials input consist of 69 expenditure accounts aggregated into 12 classes.

Since the carrier speci�c price or quantity de�ators were not available, industry-wide
price de�ators are used. In 1987, Schedules P6 and P7 changed. This led to elimination
of many account categories. The data is adjusted to preserve the consistency.
DOT Form 41, Schedule T2 contains relevant information about the number of aircraft

for each di¤erent model of aircraft. Data for technological characteristics for aircraft that
are in signi�cant use were collected from Jane�s All the World�s Aircraft (1945 through
1982 editions), henceforth JATWA. The average number of aircraft in service is con-
structed by dividing the total number of aircraft days for all aircraft types by the number
of the days in the quarter.
In order to adjust this measure of capital, average equipment size is used. For each

aircraft type, highest density single-class seating con�guration that is listed in JATWA
was used. The �eet-wide average is calculated by taking a weighted average of each
aircraft type where the weights are the number of aircraft of each type. In some cases
the actual number of seats was substantially less than described by this con�guration.
This is because airlines sometimes recon�gure aircraft for their need of �rst-class and
business-class seats.
We use the average number of months since the Federal Aviation Administration�s

type certi�cation of aircraft designs as our measure of �eet vintage. It is assumed that
technology for an aircraft does not change unless its design is recerti�ed for its type.
This only captures signi�cant innovations. Hence, our model does not fully capture the
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deterioration in capital and increased maintenance costs caused by use.
The output data consist of two components: scheduled output and non-scheduled

output. Non-scheduled output includes cargo and charter operations. We used revenue
and output data from DOT form 41. From these data seven di¤erent outputs produced
by a typical airline are identi�ed. The price of the output is constructed by dividing the
revenue generated by the corresponding category by its output quantity. Some carriers
o¤ered only one type of service. In such cases, the service was rede�ned to be coach
class. Charter operations for cargo and passenger service outputs were combined into a
single category. Since their output units are di¤erent, the average passenger is assumed
to weight 200 pounds including the baggage. Also, changes in DOT form 41 in 1985 led
to the elimination of the distinction between express cargo and air freight. Hence, two
categories were combined. All aggregations were done via multilateral Tornqvist-Theil
index number procedure. The prices were normalized to 1.0 in the baseline period.
Two characteristics of airline output are calculated. These include load factor and

stage length. Load factor provides a measure of service quality and is a widely used
proxy for service competition in most airline transportation studies. This is found by
dividing revenue passenger miles by available seat miles. Stage length provides a measure
of the length of individual route segments in the carrier�s network. Generally, the shorter
the �ight, the higher the proportion of ground services required per passenger mile. This
implies that, in general, shorter �ights have a higher cost per mile than longer �ights.
The average stage length is calculated by dividing the total revenue aircraft miles �own
by total revenue aircraft departures.
The costs of airlines di¤er largely because of economies of density. The cost reduction

is attributable to increasing output on an unchanged network. For example, this can
be achieved by �ying the same number of frequencies with larger aircraft. This is why
airlines increasingly try to exploit economies of density by building hub-and-spoke route
networks. With the help of this network system, larger aircraft are utilized more than
otherwise could have been justi�ed. We use the average size of the �eet to capture the
e¤ect of economies of density on cost.
The data we use for the conduct estimations is a quarterly panel data 1980I-1988IV.

These data are constructed from the Department of Transportation (DOT) DB1A data
set, which includes a one in ten sample of all tickets issued from January 1980 through
December 1988, discussed in more detail in Weiher (2002) and Good, Sickles, and Weiher
(2008). Our data is obtained by aggregating this monthly data to quarterly data. Al-
though the original data set reported tickets up to twenty three segments, in our data set
we allow only for six segments. This eliminates only a little more than 1% of the data.
The data we use for the conduct estimation includes information for 6 airlines: AA, CO,
DL, NW, TW, and UA.

3.3 Estimating the Marginal Cost

As mentioned earlier, we allow ine¢ ciency in our cost function estimation. We also
estimate the cost function under the assumption of symmetric �rms. We calculate MC
from our cost function estimates. Our cost data come from the DOT Form 41 which has
detailed accounts on system wide airline expenses and a variety of quantity measures that
Good and Sickles have used to construct a quarterly panel of price and quantity data for
a panel of airlines. Similar methods were employed by Baltagi et al. (1995) and Caves
et al. (1983) in their construction of annual panel data sets. Unfortunately, this data set
is for the entire US system and not for speci�c city-pair routes. We solve this problem
by incorporating a speci�c number of enplanements for each airline, a speci�c distance of

11



relevant city-pairs as well as airline �xed e¤ects. Here we assume that the �rm speci�c
e¤ects are the same over distinct city-pairs. The city-pair speci�c cost di¤erences are
captured by incorporating corresponding distances. The distance between two city-pairs
is calculated as an average itinerary distance between these city-pairs. We used a similar
methodology employed by Röller and Sickles (2000), Perlo¤, Sickles, and Wieher (2003),
and Good, Sickles, and Weiher (2008). We constructed the marginal costs of a particular
route by estimating a panel total cost system using the DOT Form 41 data and deriving
the marginal costs of a route segment for a particular carrier, distance travelled, and
time period. Terminal costs (enplanement marginal costs) were estimated based on the
marginal cost of enplanements and these were combined with the marginal cost of a route
segment to construct the full marginal costs of a trip between the city-pairs considered.
We assume the following cost structure:9

ln
Cit
MPit

= �it + �1 ln
LPit
MPit

+ �2 ln
KPit
MPit

+ �3 ln
EPit
MPit

+ �4 lnEnpit (16)

+�5 lnProqit + �6 lnNroqit + �7 lnSLit + �8 lnLFit

+�9 lnAvesit + �10 lnFuelit +
3P

k=1

�kQtrkt +Dummies

where �it = bi0 + bi1
t

tmax
+ bi2(

t
tmax

)2 is the time-varying e¤ects term that is used to
calculate the e¢ ciencies of the �rms (for the symmetric case �it = b0+b1

t
tmax

+b2(
t

tmax
)2),

LP is the labor price, KP is the capital price, EP is the energy price, MP is the materials
price, Enp is the number of enplanements, Proq is the passenger revenue output quantity,
Nroq is the non-scheduled revenue output quantity, SL is the stage length, LF is load
factor, Aves is the average size of the airline �eet, Fuel is fuel e¢ ciency, Qtr are seasonality
dummies, Dummies are �rm and period speci�c dummies (Iran-Iraq war; gulf war; air
tra¢ c strike; AA and CL merger; CO and EA buyout; CO and FR merger; CO and TI
merger; RC and HA merger; NW and RC merger; TW and OZ merger; US and PSA
merger; DL and WN merger; UA pilot strike; and CO pilot strike).
We want to estimate not only the MCs of the �rms but also their time-varying e¢ -

ciencies. As mentioned earlier, we used the �xed e¤ects model of CSS for this purpose.
This estimator approximates the time-varying e¤ects term by a second degree time poly-
nomial. We imposed homogeneity restriction in our estimations. Hence, estimated cost
functions are homogenous of degree one in prices. The Cobb-Douglas cost estimates are
given in Table 1.

9We also tried full and restricted translog functional forms. In all of our attempts the concavity
condition failed at almost all sample points. This result was robust to which estimator that we used.
Battese-Coelli estimator, Battese-Coelli estimator combined with input share equations, and a �rst order
Taylor series approximation to the Kumbhakar�s (1997) exact model for allocative ine¢ ciency, which
introduces the allocative ine¢ ciency in a consistent way, are a few examples for such estimators.
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Table 1. Cost Estimates
tc Inefficient Symmetric
lp 0.2370*** (0.0520) 0.2794*** (0.0588)
kp 0.2786*** (0.0297) 0.2006*** (0.0280)
ep 0.0627* (0.0320) 0.0799* (0.0351)
enp 0.0489* (0.0194) 0.1648*** (0.0246)
nroq 0.1159*** (0.0208) 0.1107*** (0.0115)
proq 0.5196*** (0.0339) 0.6420*** (0.0262)
sl ­0.0179 (0.0453) ­0.0962** (0.0348)
lf ­0.5522*** (0.0590) ­0.5825*** (0.0560)
aves ­0.3260** (0.1010) ­0.6280*** (0.0844)
fuel ­0.2457*** (0.0336) ­0.3457*** (0.0378)
qtr1 0.0093 (0.0069) 0.0067 (0.0087)
qtr2 ­0.0022 (0.0080) ­0.0244* (0.0099)
qtr3 ­0.0013 (0.0087) ­0.0327** (0.0103)
iraniraq ­0.0184 (0.0112) ­0.0165 (0.0129)
gulfwar ­0.0036 (0.0126) 0.0115 (0.0151)
airtrfc 0.0170 (0.0111) 0.0075 (0.0129)
aamrgcl 0.0818*** (0.0224) ­0.0222 (0.0156)
coandea ­0.0000 (0.0536) ­0.0270 (0.0597)
comrgfr 0.3156*** (0.0544) 0.2104*** (0.0580)
comrgti ­0.2309*** (0.0390) ­0.1671*** (0.0293)
rcmrgha 0.2630*** (0.0406) 0.0115 (0.0195)
nwmrgrc 0.1475*** (0.0339) ­0.0611*** (0.0169)
twmrgoz 0.0934*** (0.0274) ­0.0370* (0.0161)
usmrgpsa 0.2591*** (0.0406) 0.1820*** (0.0208)
dlmrgwn 0.0800*** (0.0208) ­0.0592*** (0.0155)
uapilot ­0.0065 (0.0492) 0.0352 (0.0552)
copilot ­0.0552* (0.0263) ­0.1010*** (0.0283)
t ­0.8251*** (0.0984)
t2 0.7525*** (0.0862)
_cons 1.4159*** (0.2482)
N 500 500
Standard errors in parentheses
* p < 0.05, ** p < 0.01, *** p < 0.001

Column # 1 estimates based on the CSS estimator statistically dominate those from
the estimates based on the assumption of symmetric costs (column #2). Symmetry is
rejected by the Wald test with a p � vaue of :000 (�2(30) = 511). The use of column 1
estimates allow us to carry out a counterfactual exercise to assess the impact of moving
all �rms to the frontier. Based on the estimates from column # 1 we calculated carrier-
speci�c and time-speci�c marginal costs for the passenger�s �ight. The terminal costs are
the marginal costs of enplanements while the per mile costs are equal to the marginal costs
associated with a revenue passenger mile. Total segment costs equal the marginal costs
of enplanements added to the product of the marginal costs of a passenger revenue mile
and the number of miles �own on the particular segment. De�ning the output margin as
the �ight segment �own by a passenger then allows us to calculate the marginal costs of
a �ight segment:10

MC =MCenp +MCproq �Miles F lown (17)

10More speci�cally, MCenp = �̂4
Ĉ
enp

and MCproq = �̂5
Ĉ

proq
where �̂4 and �̂5 are the parameter

estimates for �4 and �5 respectively; and Ĉ is the prediction of cost.
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Our MC estimates correspond very well with those of Perlo¤, Sickles, and Weiher
(2003). Figure 1 gives the market share weighted e¢ ciencies.
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In our data period the behavior of the airlines is a¤ected by at least three important
events: The Airline Deregulation Act (1978); the second oil crisis (1979); and 1980�s oil
glut (1980-1986). The 1980�s oil glut is the period in which the price of the oil fell after
the second oil crisis. Although the price of oil fell for about six years, it never reached its
pre-oil crisis levels. Deregulation increased the competitiveness which put a downward
pressure on the market power of airlines. The oil crisis have two opposing e¤ects on
the market power: An increase in cost due to increase in input prices and a (possible)
decrease in the dynamic cost due to binding incentive compatibility constraints. The
overall e¤ect of the oil crisis depends on the functional forms of demand and supply as
well as the punishment scheme of the dynamic game that the airlines are playing. If
the former e¤ect dominates, then the oil crisis would put a downward pressure on the
market power of the airlines. Hence, both the deregulation and the oil crisis decrease
the market power. Once the e¤ects of the shocks are settled down, the e¢ ciency level go
back to its stationary level. The ine¢ ciency level between 1980-1986 accords with this
type of behavior and is consistent with the quiet life hypothesis. Since a positive cost
shock (might) increases the incentive to deviate from a coalition, the sudden decrease in
the ine¢ ciency level following the 1986 oil price collapse might be due to a breakdown in
coalition.11

3.4 Estimating the Supply-Demand System

In section 3.1, we described our general model. This section provides further details about
our empirical example and the estimation procedure that we used in order to estimate
this model.
11As a check on our results we have estimated cost e¢ ciencies for the U.S. airlines based on the annual

data of Baltagi et al. (1995, 1998). We �nd a similar pattern of e¢ ciency for the period 1980-1989 using
both the data in Baltagi et al. and the Good-Sickles quarterly panel data (Wingrove, et al., 1997).

14



3.4.1 The Supply-Demand System

In this section, we provide further details about the demand and supply equations. Recall
that we assume that the good is homogenous. Hence, there is only one price in our model.
In our theoretical description, made in section 3.1, we did not specify how we calculated
the market price. In our empirical example, we use the market share weighted price in
order to calculate the aggregate market price. This aggregation of prices accords with the
way in which we de�ne the Lerner index as well. For each city-pair market, the inverse
demand for �rm i is assumed to be as follows:

Pt = �0 + �1Qt + �2PCIt +
3P

k=1

�i;kQtrkt + "t (18)

where Pt is the market share weighted price, PCI is the population weighted per capita
income for relevant city-pairs, Qtr are seasonality dummies, and "it is the error term.
Firms�dynamic behaviors are in�uenced by current demand levels, expected future

demands, current costs, and expected future costs (see, for example, Borenstein and
Shepard, 1996). The sustainability of a collusion depends on the gain from deviation and
expected future loss due to the punishment. For a variety of interesting cases12 the higher
today�s demand is relative to the expected future demand, the weaker the punishment
becomes relative to the gain from deviation. Similar arguments hold for the cost shocks.
As we mentioned earlier the shock variables are observable by the econometrician. We use
industry market output divided by expected industry market output for the next period
as our demand shock variable. We proxy expected industry market output with future
output. Input price indices are geometric means of the expenditure share-weighted input
prices. The weights in this index are expenditure shares of each cost component. The
supply shock is given by the ratio of this index to its expectation for the next period.
Again we use the next period value of this index as a proxy to its future expectation.
We use demeaned shock variables in our estimations. More speci�cally, we calculate the
shocks as follows:

cst =
ICIt
ICIt+1

�mean( ICIt
ICIt+1

) (19)

dst =
IQt
IQt+1

�mean( IQt
IQt+1

) (20)

where LPt, KPt, EPt, and MPt are the labor, capital, energy and materials prices,
ICIt = LP

a1t
t KP a2tt EP a3tt MP a4tt is the industry cost index, IQt is the industry quantity,

ait�s are expenditure shares, cst is the cost shock variable, and dst is the demand shock
variable.
The dynamic factor, ��t , measures the shadow cost of coalition and represents the

incentive compatibility constraint in Equation 8. We model ��t as a linear function of the
demand and supply shocks and the ine¢ ciency:

��t = �0 + �1cst + �2dst + �3iet

where cs and ds are the shock variables de�ned in Equations 19 and 20; and ie is the
city-pair ine¢ ciency level.

12See Rotemberg and Saloner (1986).
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In section 3.1 we derived our supply equation which was given in Equation 12. This
equation is:

�t�1Q
�
t +MKt � ��t = 0 (21)

where MKit � Pit �MCit is the markup for �rm i, MKt �
P

iMKitsit is the mar-
ket share weighted markup, and ��t is the dynamic factor which re�ects the incentive
compatibility constraint.
Conduct, �t, is modeled as an unobserved time-varying state whose evolution is gen-

erated by AR(1) shocks. The augmented demand-supply system thus becomes:

Pt = �0 + �1Qt + �2PCIt +
3P

k=1

�i;kQtrkt + "1t (22)

MKt = ��t�1Qt � ��1Qt + �0 + �1cst + �2dst + �3iet + "2t (23)

�t+1 = ��t + �t (24)

where � � E[�tj	], �t � �t� �,
�
"1t
"2t

�
� N(0;H), �t � N(0; Q), and �1 � N(0; Q

1��2 ).

As we will describe in the following section the calculation of markup, MK, depends
on the way in which we calculate the marginal cost, MC. For example, the traditional
market power measures, L (the Lerner index), and the analysis uses the observed marginal
cost whereas LSFA uses the e¢ cient marginal cost, MCSFA, that we described earlier.

3.4.2 Econometric Procedure

We estimate the supply-demand system via the square root Kalman �lter. The Kalman
(1960) �lter is a very useful technique for estimating time-varying parameter models.13 In
this approach the time-varying parameters, �1; �2; :::; �n, are assumed to be slowly chang-
ing unobserved states that are associated with observations, y1; y2; :::; yn. A Kalman �ler
model consists of two equations: 1) Measurement and 2) Transition. In the measurement
equation the relationship between �t and yt is modeled; and in the transition equation
the relationship between �t and �t+t is modeled. In order to give some intuition about
the Kalman �lter, consider the following univariate model:

yt = �t + "t, "t � N(0;H) (25)

�t+1 = �t + ut, ut � N(0; Q) (26)

�1 � N(a 1; P1) (27)

where "t�s and ut�s are mutually independent and are independent of �1.
This simple Kalman �lter model is called local level model. The �rst equation is the

measurement equation and the second equation is the transition equation. Let at+1 =
E[�t+1jYt] be the prediction of �t+1 conditional on the information at time t and Pt+1 =
V ar[�t+1jYt] be the conditional variance of �t+1 where Yt = f y1; y2; :::; ytg. The one step
13See Harvey (1989) and Durbin and Koopman (2001) for detailed treatments of the Kalman �lter in

econometric applications. See also Koopman et al. (2007) for a basic introduction to the Kalman �lter.
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ahead forecast error, vt = yt�at, and its variance, Ft, are very important for the Kalman
�lter estimation. Given at and Pt the Kalman �lter recursions enable us to calculate
at+1 = at + Ktvt and Pt+1 = Pt(1 � Kt) + Q where Kt =

Pt
Ft
is so called the Kalman

gain. At time t � 1 we predicted �t by using Yt�1. Then, at time t we can update our
prediction for �t by using the additional information, i.e., yt. Our prediction for �t+1
at time t (i.e., at+1) is the same as our prediction of �t at time t (i.e., atjt = E[�tjYt]).
Hence, in at+1 = at +Ktvt equation, the Kt term is the optimal weight between at and
vt. If the uncertainty in our earlier prediction is high (i.e., Pt is large), then more weight
is assigned to the new observation. Similarly, if the variance in the forecasting error is
large (i.e., Ft is large), then the new data is not reliable and its weight should be small.
Calculation of the Kalman �lter requires knowledge or estimation of the initial values a 1
and P1. Most of the time we do not know these values and we should estimate them. The
linear structure described here implies that y = (y1; y2; :::; yn) is normally distributed and
the maximum likelihood estimation (MLE) method can be used to estimate the system
parameters (including the initial values).14 While this procedure enables us to write
the likelihood function for y, it does not use future observations when predicting the
unobserved states. For more reliable estimates for the unobserved states one should use
full information. This procedure is called smoothing. After getting the MLE parameter
estimates, one can get the smoothed estimates of the unobserved states and its variance,
i.e, E[�tjYn] and V ar[�tjYn].
Unfortunately, for many econometric applications the Kalman �lter provides invalid

estimates due to the problem of endogeneity. In order to solve this problem some re-
searchers15 use the �tted values of the endogenous regressors rather than the variables
themselves in the Kalman �lter estimation. This procedure resembles two-stage least
squares (2SLS) but, as Kim and Kim (2007) mention, it has no theoretical justi�cation.
Kim (2006) proposes a Heckman-type two-step MLE procedure16 that deals with the en-
dogeneity problem for single equation time-varying parameter models.17 The �rst stage
is similar to the �rst stage of 2SLS. The only di¤erence is that instead of using OLS to
predict the expected value of the endogenous right-hand-side variables instruments for
the right-hand-side endogenous variables are constructed from the traditional Kalman
�lter in which the coe¢ cients are time-varying. Kim (2006) assumes that the prediction
error for the �rst stage is correlated with the error term from measurement equation.
Using the error terms from the �rst stage, a new measurement equation is speci�ed that
corrects the endogeneity bias. Kim and Kim (2007) criticize this approach as it does not
specify a direct correlation between the �rst stage error term and the error term from
the measurement equation. Moreover, Kim�s approach fails to correct Pagan�s (1984)
generated regressors�problem in the second step. Kim and Kim (2007) provide a joint
estimation method18 as well as a two-stage method for dealing with endogeneity. In order
to estimate our empirical model, we extended the joint estimation method of Kim and
Kim (2007) to the multivariate case. Moreover, the traditional Kalman �lter estimation
is known to be numerically unstable due to rounding errors which might cause variances
to be non-positive de�nite during the update process (Durbin and Koopman, 2001). A
solution to this issue, which has been viewed as impractical due to computational com-
plexity, uses the square root Kalman �lter. The square root Kalman �lter is based on the
Givens transformation of the underlying variance matrices.

14In our example the unobserved state is not stationary. Hence, the initialization requires some cau-
tion. Whenever the model contains stationary unobserved states, one can use the initial values that are
consistent with the stationarity. See, Durbin and Koopman (2001) for more details about initialization.
15For example, McKiearnan (1996), Bachetta and Gerlach (1997), and Peersman and Pozzi (2004).
16See Heckman (1976).
17See Kim and Nelson (2006) for an application of Kim (2006).
18For a similar approach in the stochastic frontier analysis framework see Kutlu (2010).
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In contrast to the Kalman �lter, the square root Kalman �lter updates the lower
triangular parts of the relevant variance matrices. This is achieved by updating a speci�c
UU 0 decomposition of a square matrix consisting of the variance of innovations (F ), the
variance of state variables (P ), and the Kalman gain matrix (K) times F . The lower
triangular decompositions F and P ; and K may be calculated via the Givens rotations.
A Givens rotation is a rotation in the plane spanned by two coordinates axes that can
be used to zero out one element of U matrix. After a successive application of Givens
transformations the U matrix can be transformed into a lower triangular rectangular
matrix.19

In what follows we describe our method to extend the procedure of Kim and Kim
(2007) to the multivariate square root Kalman �lter framework. In addition to a vector
of dependent variables, yt, we model a vector of endogenous variables, xt, via the Kalman
�lter. We assume that the error term from the measurement equation of the depen-
dent variable, "t, and the error term from the measurement equation of the endogenous
variables, et, are jointly normally distributed, which allows "t to be decomposed into two
components. One is correlated with the endogenous regressors and the other is not. After
this decomposition one can calculate the relevant log-likelihood function via two separate
Kalman �lter runs.
Consider the following model with endogenous explanatory variables:20

yt = Xt�1;t + "t; "t � N(0;H1) (28)

�1;t+1 = �1�1;t +R1u1;t; u1;t � N(0; Q1) (29)

�1;1 � N(a1;1; P1;1) (30)

xt = Zt�2;t + et; et � N(0;H2) (31)

�2;t+1 = �2�2;t +R2u2;t; u2;t � N(0; Q2) (32)

�2;1 � N(a2;1; P2;1) (33)

where yt is a p�1 vector of observations, xt is am�1 vector of endogenous regressors; Zt =
Im 
 z0t where zt is a l� 1 (with l � m) vector of exogenous variables (instruments); and
Xt = Ip
x0t, � i is a transition matrix, Ri is a selection matrix and determines whether a
state will be stochastic or not. We assume that "t; et; u1;t; and u2;t are serially independent
and independent at all other time periods. Moreover, error terms are independent with
�1;1 and �2;1. Exogenous variables are not explicitly introduced in order to streamline the
notation. They can be added later to the model (and are) in a straightforward manner
consistent with the identi�ability of the structural parameters.
Let ~et be the standardized version of et. Thus, the variance of ~et is the identity matrix.

The joint distribution of
�
~et "t1 "t2 : : : "tp

�0
is given by:

2666664
~et
"t1
"t2
...
"tp

3777775 � N(0;
) (34)

19Note that the individual Givens transformation matrices can be multiplied together to construct the
requisite orthogonal matrix triangularization. For more detail about Givens transformations see Durbin
and Koopman (2001) and Golub and Van Loan (1996).
20See Jin and Jorgenson (2009) for a special case where the parameters in the instrument equation (i.e.

equation (28)) do not vary.
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(�12 � �01�2)�"1�"2 (1� �02�2)�2"2 � � � (�2p � �02�p)�"2�"p
...

...
. . .

...
(�1p � �01�p)�"1�"p (�2p � �02�p)�"2�"p � � � (1� �0p�p)�2"p

37775
This implies that:
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26664
"t1
"t2
...
"tp

37775 = �~et +$t (37)

where $t � N(0;MSE) and � �

26664
�01�"1
�02�"2
...

�0p�"p

37775.
Hence, we can write the measurement equation as:

yt = Xt�1;t + �~et +$t (38)

= Xt�1;t + �H
�1=2
2 (xt � Zt�2;t) + wt

Now, consider the following joint density function:

f(Y;X) =
Y
t

f(yt; xtjYt�1; Xt�1) (39)

=
Y
t

f(yt; jxt; Yt�1; Xt�1)f(xtjXt�1)

where Yt � fy1; y2; :::; y tg and Xt � fx1; x2; :::; xtg.
We have:

ŷt � E[ytjxt; Yt�1] = Xta1;t + �H�1=2
2 (xt � Zta2;t) (40)

F1;t � V ar[ytjxt; Yt�1] = XtP1;tX 0
t + �H

�1=2
2 ZtP2;tZ

0
tH

�1=2
2 �0 + T (41)

x̂t � E[xtjXt�1] = Zta2;t (42)

F2;t � V ar[xtjXt�1] = ZtP2;tZ 0t +H2 (43)

where a1;t � E[�1;tjxt; Xt�1; Yt�1]; P1;t � V ar[�1;tjxt; Xt�1; Yt�1]; a2;t � E[�2;tjXt�1],P2;t �
V ar[�2;tjXt�1]; and

T �

26664
(1� �01�1)�2"1 (�12 � �01�2)�"1�"2 � � � (�1p � �01�p)�"1�"p

(�12 � �01�2)�"1�"2 (1� �02�2)�2"2 � � � (�2p � �02�p)�"2�"p
...

...
. . .

...
(�1p � �01�p)�"1�"p (�2p � �02�p)�"2�"p � � � (1� �0p�p)�2"p

37775 .

The joint density function at time t in equation (39) becomes:

f(yt; xtjYt�1; Xt�1) = (2�)�(p+m)=2 jFtj�1=2 exp
�
�1
2
�0tF

�1
t �t

�
(44)
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where �t �
�
yt � ŷt
xt � x̂t

�
and Ft �

�
F1;t 0
0 F2;t

�
.

In order to calculate equation (44) we begin with the state space model:

�
yt
xt

�
=

�
�H

�1=2
2 xt
0

�
+

�
Xt ��H�1=2

2 Zt
0 Zt

� �
�1;t
�2;t

�
+

�
$t

et

�
(45)�

$t

et

�
� N

��
0
0

�
;

�
T 0
0 H2

��
(46)�

�1;t+1
�2;t+1

�
=

�
�1 0
0 �2

� �
�1;t
�2;t

�
+

�
R1 0
0 R2

� �
u1;t
u2;t

�
(47)�

u1;t
u2;t

�
� N

��
0
0

�
;

�
Q1 0
0 Q2

��
(48)

or more compactly as:

~yt = At +Bt~�t + ~"t, ~"t � N (0;H) (49)

~�t+1 = � ~�t +R~ur, ~ur � N (0; Q) (50)

One can use the traditional Kalman �lter on equation system 49 and 50. Thus we have
transformed our initial Kalman �lter model into another Kalman �lter model where the
endogeneity is not a problem. This implies that all of the usual properties of the Kalman
�lter and the traditional updating equations for the Kalman �lter can be applied to our
equation system 49 and 50. For the sake of completeness we present the corresponding
Kalman �lter recursion equations:

�t = ~yt �At �Bt~at (51)

Kt = �PtB
0
tF

�1
t (52)

~at+1 = �~at +Kt�t (53)

Lt = � �KtBt (54)

Pt+1 = �PtL
0
t +RQR

0 (55)

From these we can compute the corresponding square root Kalman �lter equations
based on the Givens rotations. Let:

Ut =

�
Bt ~Pt ~T 0

� ~Pt 0 R ~Q

�
(56)

where Pt = ~Pt ~P
0
t ; T = ~T ~T 0; Q = ~Q ~Q0 in which matrices ~Pt; ~Tt; and ~Q are lower triangular

matrices.
Note that:
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UtU
0
t =

�
Ft BtPt�

0

�PtB
0
t �Pt�

0 +RQR0

�
(57)

One can transform Ut by Givens transformations so that UtU 0t = ~Ut ~U
0
t where ~Ut =�

~U1;t 0 0
~U2;t ~U3;t 0

�
is a lower triangular rectangular matrix. We deduce that:

~U1;t = ~Ft (58)
~U2;t = Kt

~Ft
~U3;t = ~Pt+1

where Ft = ~Ft ~F
0
t and ~Ft is lower triangular.

Thus by updating ~Ut we obtain square root updated version of Pt+1. Update for at+1
is also straightforward and given as:

~at+1 = �~at + ~U2;t ~U
�1
1;t �t (59)

We also provide the smoothing and the corresponding square root equations. The
smoothing equations are not a¤ected apart from the way in which relevant variables are
computed in the Kalman �lter step and given as:

rt�1 = B0tF
�1
t �t + Ltrt (60)b�t = at + Ptrt�1 (61)

Nt�1 = B0tF
�1
t Xt + LtNtL

0
t (62)

Vt = Pt � PtNt�1Pt (63)

where rn = 0; Nn = 0 ; and b�t and Vt are the smoothed state and variance, respectively.
For the square root version of these equations we only need to concentrate on Nt.

Hence, we just explain the way in which Nt�1 is updated.
Let:

N�
t�1 =

�
B0t
~U�11;t L0t

~Nt
�

(64)

where Nt = ~Nt ~N
0
t and ~Nt is lower triangular.

Then it follows that by transforming the matrix N�
t�1 to a lower triangular matrix via

Givens transformations we obtain ~Nt�1.
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3.4.3 Estimation

In this section we present our estimates for the demand-supply system. The instrumental
variables for our model are the industry output and the industry average price as well
as the exogenous variables PCI, Qtr, cs, ds, and ie. Our estimates for the demand-
supply system are given in Table 2. The ine¢ cient column assumes that the airlines are
playing a dynamic game and are allowed to be ine¢ cient; the e¢ cient column assumes
that �rms are playing a dynamic game and are fully e¢ cient. In this counterfactual model
we calculate the full e¢ ciency frontier and assume that all �rms share the corresponding
e¢ cient MC function; for the symmetric column we �rst determine whether the �rms are
in a static or dynamic environment, and then depending on this �nding we assume that
airlines are playing the corresponding game (SAN: static; SLC: dynamic); and the static
column assumes that �rms are playing a static game and are allowed to be ine¢ cient.
We used the likelihood ratio test in order to determine whether the �rms are playing a
static game or a dynamic game. For SAN at a 5 percent signi�cance level, we conclude
that the game is static. In contrast to SAN, for SLC the game turned out to be dynamic.
In our empirical example, following Rotemberg and Saloner (1986), a boom in demand
increases the incentive to deviate.21 The bias in the market power estimates is larger
whenever there is a demand boom or a positive cost shock. Note that for both SAN and
SLC the cost shock and the demand shock have opposite signs as expected. For both
city-pairs the ine¢ ciency terms in the dynamic factors are signi�cant at the 10 percent
level. When colluding an e¢ cient �rm has more incentive to deviate, both because it
might gain more from undercutting its rivals and because it has less to fear from its
ine¢ cient rivals�retaliations. Hence, an increase in e¢ ciency leads to a higher shadow
cost of participating in a coalition. In our study for both city-pairs the coe¢ cient of the
ie term is negative which is in line with the idea that more e¢ cient �rms are more likely
to deviate from the coalition.
In order to gauge the extent to which market power estimates change when �rms are

assumed to utilize their full e¢ ciencies, we compare the market powers of the ine¢ cient
MC and e¢ cient MC cases. For both city-pairs we did not observe a signi�cant change
in market power. The reason for this seems to be that even in the fully e¢ cient case the
�rms do not have market power. Hence, in the ine¢ cient case they did not have market
power as well. Also, Delis and Tsionas (2009) mention that those �rms that are close
to the frontier obey the e¢ cient structure hypothesis. Thus the increase in ine¢ ciency
decreases the market power. In our case it seems that they are statistically quite similar.
However, when we use another version of full e¢ ciency assumption (assuming symmetry)
the fully e¢ cient version underestimated the market power. Here the reason was that in
this case our MC estimates are higher than the symmetric ones, most probably because
of misspeci�cation.
Figure 2 gives the dynamic conducts, two standard error con�dence intervals for the

dynamic conducts, the symmetric cost conducts, and the static conducts. The biases are
upwards under the assumption of a static game and downwards for the symmetric cost
case. The upward bias is due to ignored dynamic factors and the downward bias is due
to over-estimation of MCs.
We can also examine the reduced form relationship between the estimates of inef-

�ciency and conduct. The OLS estimates for the ine¢ ciency-conduct slopes are given
in Table 3. We observe a negative relationship between e¢ ciency and market power, a

21Under the full-information structure we use, yet in a di¤erent quantity choice model, Rotemberg and
Saloner (1986) show that whenever the demand and the cost are linear the incentive to deviate from
collusion increases as demand increases. For the non-linear case they show that this result does not
neceassarily hold.
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result that mirrors that found in the banking industry by Berger and Hannan (1998) and
which supports the QLH, but counters the �ndings of Maudos and Fernandez de Guevara
(2007) who �nd a positive relationship between market power and cost e¢ ciency. Delis
and Tsionas (2009) show that the QLH is supported on average but that those banks
with more e¢ cient management have relatively more market power.

Table 2. Dynamic Game Estimates
SAN SLC

Inefficient Efficient Symmetric Static Inefficient Efficient Symmetric Static
­179.7954
(99.8867)

­91.1969***

(26.7361)
­136.0509***

(4.4794)
­90.1739***

(6.3614)
­94.6148***

(17.5149)
­110.8948***

(22.0313)
­125.9973***

(26.4067)
­141.1308**

(50.0440)

­10.1364***

(1.5578)
­8.5972***

(0.9531)
­9.4504***

(0.6683)
­8.8341***

(0.7387)
­6.9566***

(1.1435)
­7.0955***

(0.9739)
­7.1875***

(0.9887)
­4.7394***

(1.3928)

60.7070***

(10.2063)
50.8623***

(3.1854)
56.1100***

(1.6731)
51.3590***

(1.7671)
51.1167***

(3.0968)
52.3596***

(3.5308)
54.2783***

(3.6462)
47.3161***

(5.4448)

­17.8680*

(8.5293)
­18.1089*

(7.6959)
­17.5196*

(8.3244)
­17.5025*

(7.9652)
15.4983

(12.2538)
18.9987

(15.7154)
13.4377

(13.0270)
33.9590

(17.7662)

32.8212*

(14.0222)
21.4005*

(10.7864)
26.2222**

(9.4196)
24.0242**

(7.6494)
­14.5617
(17.1960)

­5.0397*

(14.6144)
­17.8894
(14.3152)

6.6223
(13.3151)

46.8010***

(13.6080)
35.0231**

(11.2296)
38.5866***

(11.1186)
35.9539***

(9.2927)
­0.0746

(16.7587)
5.3498

(13.9064)
­5.3553

(18.4702)
­3.2223

(12.7022)

49.5252
(45.5529)

109.6428*

(51.0647)
0.0000

(­)
0.0000

(­)
202.2628***

(60.5038)
173.9227***

(31.7741)
166.6795*

(72.7441)
0.0000

(­)

­41.7642**

(13.1419)
­55.2878*

(26.5138)
0.0000

(­)
0.0000

(­)
­115.1264***

(32.5559)
­122.8321*

(48.9401)
­88.2581
(60.2404)

0.0000
(­)

95.0603**

(35.6776)
63.6637

(103.9800)
0.0000

(­)
0.0000

(­)
160.0243
(90.4186)

133.6866
(143.9166)

163.4894
(86.1330)

0.0000
(­)

­2.6598
(1.4532)

0.0000
(­)

0.0000
(­)

0.0000
(­)

­2.1856
(1.3397)

0.0000
(­)

0.0000
(­)

0.0000
(­)

0.1167
(0.1281)

­0.0187
(0.1668)

­0.0837*

(0.0332)
0.0975***

(0.0260)
­0.1501
(0.1652)

­0.0491
(0.1272)

­0.4498
(0.3154)

0.5822***

(0.1143)

0.7899***

(0.2103)
0.8360***

(0.2501)
0.8407***

(0.1451)
0.8466***

(0.1649)
0.8219***

(0.1197)
0.6638*

(0.3382)
0.9530***

(0.1139)
0.8555***

(0.1961)

0.5483*

(0.2673)
0.1623

(0.3158)
0.3018

(0.2201)
0.2226

(0.2452)
0.3943**

(0.1876)
0.4158*

(0.1888)
0.4084*

(0.1834)
­0.1863
(0.5205)

­0.8595***

(0.0366)
­0.8374***

(0.0984)
­0.8435***

(0.0605)
­0.8611***

(0.0521)
­0.0226
(0.3009)

­0.0448
(0.3785)

0.0161
(0.3530)

­0.6463
(0.5049)

Standard errors in parentheses
* p < 0.05, ** p < 0.01, *** p < 0.001

24



Table 3. Conduct versus Inefficiency
Inefficiency Coeff. SE
SAN
Conduct 36.3337** (10.7063)
Constant 17.5995*** (1.7082)
SLC
Conduct 33.8719*** (8.5081)
Constant 27.8025*** (1.1162)
Robust errors in parentheses
* p < 0.05, ** p < 0.01, *** p < 0.001
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3.5 Welfare Analysis

In this section we consider the welfare implications of our model. For this purpose we
use the SAN estimates as an illustration. We assume that MC is constant and airlines
are playing a static game. In Figure 3 we provide the estimated conduct as well as two
equilibrium paths. Our equilibrium estimate is very close to the sample mean of (Q;P ).
In this �gure: EMC is the e¢ cient marginal cost; MC is the full marginal cost; P is
the price; MR is the marginal revenue; PMR is the perceived marginal revenue for the
estimated equilibrium; mean Q is the sample mean of (Q;P ); Eqm path QLH and Eqm
path ESH are two equilibrium paths that are consistent with QLH and ESH, respectively;
and 2 std CI PMR is the two standard error con�dence interval for PMR.
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We have at least two types of problems if we do not consider the ine¢ ciencies of the
�rms for a market power analysis. First, ignoring ine¢ ciencies of the �rms from the
analysis might lead to inconsistent parameter estimates. Second, even if the parameter
estimates are consistent the DWL estimates would be inaccurate. In the ine¢ ciency
context, a shift from monopoly to competition not only lowers the price but also changes
the MC.22 Hence, in contrast to the traditional market power and DWL analysis, we have
to calculate the EMC. By stochastic frontier techniques one can easily calculate the EMC.

22See Comanor and Leibenstein (1969) and Parish and Ng (1972) for more detailed arguments about
DWL calculation under ine¢ ciency.
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In this section, we consider the second problem. We start by discussing Figures
3-4. Assume that the econometrician estimates the relevant parameters consistently but
believes that the heterogeneity among airlines is due to �rm speci�c di¤erences rather than
the di¤erence in the e¢ ciencies of these airlines. Here we assume that the econometrician
consistently estimates �t as well. When generating Figure 3 we abstract ourselves from
seasonal shifts by using the data for the fourth quarter. In order to predict the inverse
demand curve, we use the mean of PCI for the relevant time periods. The aggregate
MC and EMC are constructed by summing market share weighted �rm speci�c MC and
EMC, respectively. The PMR is constructed by using PMR(Qt) = �̂�̂1Qt+P̂ (Qt) formula
where hats represent predictions. The equilibrium paths are chosen such that they pass
through the intersection of PMR and MC curves. Moreover, we assume that under perfect
competition �rms are fully e¢ cient. Hence, these paths pass through the intersection of
inverse demand and EMC curves. For both cases the maximum ine¢ ciency level that
is reached is approximately equal to 0:35. The DWL values for Figure 4 are calculated
by numerical integration techniques. Note that although the MCs are constant, as the
conduct changes the e¢ ciency levels of the �rms are changing as well. Hence, from the
equilibrium paths we can see the corresponding MC values for a given conduct value.
The following set of �gures (Figures 5-6) are generated similarly. The econometrician
would conclude that the DWL is equal to the area C. On the other hand if we consider
the ine¢ ciencies of the �rms, then the DWL is given by the area A + B + C. In our
case A + B + C � C. Unfortunately, the problem is more severe than just having a
size di¤erence for DWL estimates. While the traditional DWL is a monotone function
of the conduct, for the ine¢ ciency case this might not be true. If we believe that for
some e¢ ciency levels ESH holds, the equilibrium path will not be monotone. So the
DWL would not be monotone as well. For our ESH equilibrium path unless the antitrust
authorities could enforce very high levels of competition, it is preferable to have high
market power levels. Finally, the misinterpreted measure do not �nd signi�cant DWL for
� 2 [0:1; 0:2]. This is obviously not true if we take the ine¢ ciencies of the airlines into
account.
We examine one other counterfactual with our structural model and display our results

in Figures 5-6. The �gures are based on the same parameter values that we used for Figure
3 and 4 except that the value for the conduct parameter corresponds to that of symmetric
Cournot competition with three �rms, i.e., 1=3. In this counterfactual example we assume
that the ine¢ ciency level at the equilibrium is the same as that of Figure 3. Again the
equilibrium paths are chosen such that they pass through the intersection of the PMR
and MC curves and that under perfect competition �rms are fully e¢ cient. The vital
di¤erence between the equilibrium paths for Figure 3 and Figure 5 is that for Figure 3
even a small increment (from the competitive level) in the market power decreases the
e¢ ciency level dramatically. In Figure 5, the change in the ine¢ ciency level is relatively
slower. As a result the �error� in DWL for the misinterpreted model is relatively lower
for low levels of conduct. Hence, if a small deviation from perfect competition causes high
e¢ ciency loses, then the DWL calculations using the misinterpreted model would be less
accurate. In such a case, if the antitrust authorities favor enforcement of low DWL levels,
then they would be forced to settle on relatively low levels of conduct. Hence, unless
we know the relationship between conduct and e¢ ciency, it is very hard to evaluate the
e¤ects of market power.
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In this section we have only considered the static version of the DWL calculation. Of
course this analysis is not valid if we are in a dynamic framework. However, results of this
section are instructive and point out that even in the simplest case the DWL calculation
can be problematic. An examination of comparable issues using the dynamic version of
the DWL calculation requires knowledge of the FMC curve as well as the MC and EMC
curves.
Finally, although our conduct estimate � is necessary for proper DWL and market

power estimations, it is not e¢ ciency adjusted. A possible e¢ ciency adjusted market
power index derived from the conduct estimates is given by:
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LSFA � P �MCSFA � ��
P

(65)

For our second example (DWL paths corresponding to Figure 6) the DWL paths as
a function of LSFA are shown in Figure 7. This index only proxies the DWL due to a
socially non-optimal level of production, i.e., area B+C. The pure cost ine¢ ciency e¤ect
on the DWL is captured in the rectangular area A. Depending on how A changes as a
function of the conduct, �, we can still have non-monotonic DWL paths as a function
of LSFA. Hence, LSFA only proxies the DWL due to a socially non-optimal level of
production and only partially captures the pure cost ine¢ ciency e¤ect. We propose the
following novel measure as a proxy for the full DWL, i.e., area A+B + C:

L�(a) = LSFA + a
MC �MCSFA

P

where a � 0 weights the importance of the e¢ ciency component.

Hence, this measure is a weighted average of two markups: 1) Price-MC markup and
2) Ine¢ cient MC-e¢ cient MC markup. Our preference for a is 2.23 We choose a = 2
because the area A is rectangular and the area B + C is triangular. Figure 8 compares
L, LSFA, and L�(2) for the ESH equilibrium path of our second example. From Figure
8 we can see that L�(2) performs better than other market power measures in terms of
capturing the non-monotonic behavior of DWL as a function of conduct. Moreover, it
captures the size of the DWL much better than the other measures.
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23Note that L�(�1) = L and L�(0) = LSFA.
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4 Conclusion

The purpose of this paper was to point out the theoretical issues as well as the modeling
issues which appear to con�ict in the literature on market power by explicitly considering
the role that distorted allocations may on inferential market power measures as well as
on estimates of the dead weight loss su¤ered by the consumer when market power and
collusion exist, while at the same time introducing an econometric method to address
dynamics and time varying parameters in the dynamic game. More speci�cally, we have
used a dynamic model of conduct in order to examine the relationship between market
power and e¢ ciency. We applied our model to two city-pairs in the U.S. airline industry.
Although for one of the city-pairs (SAN) we did not �nd evidence for a dynamic game,
for the other city-pair (SLC) we concluded that the game is a dynamic one. We observe
that the static conduct is biased upwards and the symmetric conduct is biased down-
wards. Moreover, a negative relationship is identi�ed between the market conduct and
the average e¢ ciency of the market. This result accords with the quiet life hypothesis of
Hicks (1935). Finally, we conclude that even if we can estimate the conduct consistently
and make an e¢ ciency adjustment to construct a market power measure, it is not easy
to make inferences about the DWL. In order to solve this problem one has to identify the
relationship between conduct and e¢ ciency. In this paper, while we did not fully address
this issue, by using stochastic frontier techniques we calculated the point DWL for the
estimated equilibrium. Moreover, we provided a novel measure of market power, L�(2),
that can proxy DWL relatively well. The biggest advantage of this measure is that the
econometrician does not need to estimate the equilibrium path which in our experience
appears to be a rather complicated exercise. We leave the case where the MC is endoge-
nous to the dynamic game model as a future research. A more extensive empirical study
is warranted but we consider this also outside the scope of this paper.
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