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Abstract—High-speed wireless network interfaces are among 

the most power-hungry components on mobile systems that rely 
on battery for energy supply and passive means for heat dissipa-
tion. This is particularly true for MIMO network interfaces 
which use multiple RF chains simultaneously. In this paper, we 
present a novel power management mechanism for MIMO net-
work interfaces on mobile systems, called antenna management. 
The key idea is to adaptively disable some of the antennas as well 
as their RF chains to reduce circuit power when the capacity 
improvement of using a large number of antennas is small. The 
number of active antennas is judiciously determined to minimize 
energy per bit while satisfying the data rate constraint. We pro-
vide both theoretical framework and system design of antenna 
management: we first present an algorithm that efficiently solves 
the problem of minimizing MIMO energy per bit, and then offer 
its 802.11n-compliant system design. We employ both simulation 
and prototype-based experiment to validate the energy efficiency 
benefit of antenna management. The results show that antenna 
management can achieve 21% one-end energy per bit reduction 
to the front end of the MIMO network interface, compared to a 
static configuration that keeps all antennas active. 

 
Index Terms—Power management, MIMO, Antenna manage-

ment, Energy per Bit 
 

I. INTRODUCTION 

ultiple-input multiple-output (MIMO) technologies are 
considered as a leading candidate for the next-

generation wireless broadband due to its potential in signifi-
cantly increasing link capacity without additional usage of 
transmit power or spectrum [1-3]. The MIMO technologies 
have been adopted by cutting-edge and emerging mobile wire-
less network standards such as 802.11n, WiMAX and LTE. 

The key idea of MIMO is to simultaneously use multiple 
antennas1 at both the transmitter and receiver. By properly 
leveraging the multiple propagation paths between the trans-
mitter and receiver, i.e. suppressing the correlation between 
different paths, a MIMO link can significantly boost channel 
capacity, yielding either higher data rate or higher communi-
cation reliability. 

However, the simultaneous use of multiple antennas signifi-
cantly increases the circuit power consumption of the MIMO 
network interface, due to multiple active RF chains. The cir-
cuit power increase is particularly problematic for short-range 
communication scenarios such as 802.11-based WLAN where 

                                                           
1 We use “antenna” to refer to the passive antenna and the corresponding 

RF chain that powers it. 

circuit power is often more than comparable to transmit power. 
Existing work on MIMO mainly focus on improving the chan-
nel quality e.g. link data rate, given the transmit power budget; 
little published work has considered the dual problem of re-
ducing power consumption including circuit power under a 
data rate constraint. 

To address the power challenge, our solution is a novel 
power management mechanism, called antenna management, 
which dynamically determines the number of antennas and 
transmit power for each antenna. Antenna management deliv-
ers each data bit with minimum energy consumption, or 
achieves minimum energy per bit, while guaranteeing the re-
quired data rate. 

Antenna management leverages the mobility of mobile sys-
tems. As mobile systems move around, they encounter differ-
ent propagation environments, which can lead to different 
capacity benefit from MIMO. Since the circuit power cost of 
adding one active antenna in the MIMO network interface is 
fixed, different environments may lead to different numbers of 
antennas to achieve minimum energy per bit. For example, an 
indoor environment with rich multipath effect can provide a 
MIMO channel higher capacity improvement than an outdoor 
environment with a dominant line-of-sight (LOS) path. As a 
result, a larger number of antennas is more likely to be optimal 
for the indoor environment. 

We make the following key contributions in this work. 
 We analyze the MIMO energy per bit as a function of 

transmit power and antenna configuration, and subse-
quently formulate an optimization problem towards its 
minimization. We distinguish the energy per bit of a sin-
gle end and both ends, denoted as one-end and two-end 
energy per bit, respectively. 

 We offer a novel solution, antenna management, which 
efficiently solves the MIMO energy per bit minimization 
problem. 

 We present 802.11n-compliant system designs of antenna 
management. Corresponding to one-end and two-end 
energy per bit, we present one-ended and two-ended an-
tenna management, with the former suitable for commu-
nication between a mobile client and an access point 
while the latter for that between two mobile clients. 

We evaluate antenna management first with a MATLAB-
based simulation, and then a first-of-its-kind prototype of a 
4x4 MIMO network interface using an open-access wireless 
research platform called WARP. We show the effectiveness of 
antenna management with simulation and experimental results: 
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Fig. 1. A MIMO link with a transmitter and a receiver, each with four RF chains and six antennas 
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on average antenna management can save one-end and two-
end power consumption of the front end of the MIMO net-
work interface by 21% and 13% compared to a static MIMO 
link using all antennas constantly. 

Antenna management can be easily extended to other multi-
antenna technologies, e.g. beamforming, albeit our current 
design and implementation focus on MIMO. The fundamental 
rationale of antenna management is that in a multi-antenna 
system higher link performance, e.g., higher data rate or relia-
bility, is often achieved at the cost of using more antennas and 
therefore higher circuit power consumption. As a result, one 
can improve energy efficiency when the performance is above 
the requirement. 

The rest of the paper is organized as follows. Section II 
provides background on MIMO and Section III outlines re-
lated work. Section IV and V present the theoretical frame-
work of antenna management. Section VI offers 802.11n-
compliant system designs of antenna management. Section 
VII and VIII provide simulation-based and prototype-based 
evaluations, respectively. Section IX discusses antenna man-
agement in a broader context and Section X concludes the 
paper. 

II. BACKGROUND 

We first provide background of MIMO technologies. In par-
ticular, we are interested in spatial multiplexing MIMO (SM-
MIMO) that increases link data rate by sending independent 
spatial streams through multiple antennas. It has been adopted 
by 802.11n to support a WLAN link with a peak data rate of 
300Mbps under a 20MHz channel. In the rest of the paper we 
use MIMO to refer to SM-MIMO unless otherwise specified. 

A. MIMO Link Architecture 

Fig. 1 illustrates a representative architecture of a MIMO 
link including a pair of transmitter and receiver. In practice, a 
MIMO transceiver can operate in a half-duplex manner and 
the transmitter and receiver in Fig. 1 actually stand for the 
MIMO transceiver in transmit and receive mode respectively. 
A MIMO transceiver can allow more passive antennas than 
RF chains and employ antenna selection techniques [4, 5] to 
determine the optimal subset of antennas, i.e., which four out 
of the six in Fig. 1. Each pair of transmit antenna and receive 
antenna forms a sub-channel between two ends, and the MI-
MO link is composed of these sub-channels. 

B. MIMO Channel Model 

The MIMO channel can be characterized by a ோܰ ൈ ்ܰ 
complex matrix ࡴ, as illustrated in Fig. 1. The number of ac-
tive antennas in the receiver and transmitter are denoted as ோܰ 
and ்ܰ respectively. The channel model adopted by 802.11n 
[6] can be described by 

 

ሻݐሺࡴ ൌ ට
ሺ௧ሻ

ሺ௧ሻାଵ
ሻݐைௌሺࡴ  ට

ଵ

ሺ௧ሻାଵ
 .ሻݐேைௌሺࡴ

 
In the model, ࡴைௌሺݐሻ  and ࡴேைௌሺݐሻ  denote the line-of-

sight (LOS) component and non-line-of-sight (NLOS) compo-
nent of the channel, respectively. The elements in ࡴேைௌሺݐሻ 
are independent normalized complex circularly symmetric 
Gaussian random variables. The elements in ࡴைௌሺݐሻ are all 
one multiplied by a phase shift ݁ఝబ  where ߮  is a random 
variable uniformly distributed within ሾ0,2ߨሻ. In addition, ܭሺݐሻ 
is the Ricean factor that indicates the propagation condition of 
the channel, i.e., how dominant is the LOS component com-
pared to the NLOS component. By varying ܭሺݐሻ, the model 
can fit channels with various fading distributions. For exam-
ple, ܭ ൌ 0 models ideal Rayleigh fading and ܭ ൌ ∞ models 
ideal Ricean fading. The change of both ࡴைௌሺݐሻ, ࡴேைௌሺݐሻ 
and ܭሺݐሻ can yield channel variation. 

It is important to highlight that the above model has been 
normalized to the path loss of each sub-channel. In other 
words, given a fixed distance between the transmitter and re-
ceiver, the channel fluctuation due to small-scale node move-
ment can be modeled as above. To eliminate ambiguity, we 
refer the change of ࡴைௌ,ࡴேைௌ and ܭ as small-scale fading, 
and the change of path loss as large-scale fading. 

C. MIMO Channel Capacity 

We consider a frequency-flat MIMO channel to calculate its 
capacity. The instantaneous channel capacity ܥ can be calcu-
lated [1] as 

 

ܥ ൌ maxࡾ logdetܤ ቀࡵேೃ 


ேேబ
ࡴୗୗࡾࡴ

ுቁ, 

 
where ܤ is the bandwidth, ࡾௌௌ ൌ -ுሻ the covariance ma࢙࢙ሺܧ
trix of transmit signal ࢙  satisfying the transmit power con-
straint ܶݎሺࡾௌௌሻ ൌ ்ܰ ࡴ ,  the channel matrix, ்ܲ  the total 
transmit power across all transmit antennas, ܰ the noise level 
at the receiver, and ࡵேೃ an ோܰ ൈ ோܰ unit matrix. Note that the 
maximization is performed over all qualified covariance ma-
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trices ࡾௌௌ with ܶݎሺࡾௌௌሻ ൌ ்ܰ. The channel matrix ࡴ needs to 
be known by the transmitter to achieve the above capacity ܥ 
by allocating the transmit power with the well-known water-
filling algorithm [7]. 

The capacity is the upper bound on the error-free data rate 
allowed by the MIMO channel. The model clearly indicates 
that capacity ܥ depends on both the channel and the commu-
nication parameters. That is, ்ܲ, ்ܰ and ோܰ are dependent on 
the configuration of the transmitter and receiver, ܰ is depen-
dent on the receiver, while ࡴ is determined by the channel. 

Higher transmit power ்ܲ  or more active antennas, i.e. 
larger ்ܰ and ோܰ, can increase the channel capacity ܥ, regard-
less of [1] ࡴ. However, both ways will meanwhile increase 
power consumption of the transceiver. A key observation that 
motivated this work is that under some particular circums-
tances more antennas can yield little improvement to the 
channel capacity, e.g., when the channel has a large Ricean 
factor ܭ so that the sub-channels are highly correlated. Under 
these circumstances it may not be energy efficient to employ a 
large number of active antennas. 

D. MIMO Power Model 

A MIMO link consists of a transmitter and a receiver. 
Therefore, the power consumption of a MIMO link,  ெܲூெை , 
includes the power consumption of the transmitter, ்ܲ௦௧, 
and that of the receiver, ோܲ௩, or 

 

ெܲூெை ൌ ்ܲ௦௧  ோܲ௩. 
 
One can divide ்ܲ௦௧ into the power consumed by all 

the power amplifiers, ܲ, and that by all the other transmit 
circuit blocks  ܲ௨௧_் [8], i.e. 

 

்ܲ௦௧ ൌ ܲ  ܲ௨௧_். 
 
Note that we assume identical power amplifiers for all RF 

chains so that ܲ only depends on the total transmit power 

்ܲ. Moreover, ܲ௨௧_் can be divided into that contributed 
by each active transmit RF chain, ோܲி__், and that by the 
circuit shared by all active transmit RF chains, ௌܲௗ_் . 
Therefore, we approximate ்ܲ௦௧ as 

 

்ܲ௦௧ ൌ


ఎሺሻ
 ்ܰ ோܲி__்  ௌܲௗ_், 

 
where ்ܰ is the number of active antennas in the transmitter, 
and ߟ is the drain efficiency of the power amplifier depending 
on the transmit power. Usually the higher the transmit power, 
the higher the drain efficiency. We approximate ߟ as a linear 
function of ்ܲ  where ߟ  ߟ  ௫ߟ  and ߟ ௫ߟ ,  cor-
respond to the minimum and maximum transmit power re-
spectively. 

Similarly, we approximate ோܲ௩ as 
 

ோܲ௩ ൌ ோܰ ோܲி__ோ  ௌܲௗ_ோ, 
 

where ோܲி__ோ  and ௌܲௗ_ோ  represent the power con-
sumed by each receive RF chain and that by the shared receive 
circuit, respectively. 

We note that a MIMO transceiver can stay idle and monitor 
the channel when it has nothing to transmit or receive. We 
represent the power consumption of idle MIMO transceiver as 

ூܲௗ. ூܲௗ is constant over time and proportional to the num-
ber of active antennas used for monitoring the channel. 

III. RELATED WORK 

Next we discuss existing work related to antenna manage-
ment in three orthogonal directions. First, we compare antenna 
management with existing MIMO capacity maximization 
techniques. All these techniques attempt to maximize the MI-
MO capacity under certain resource constraint, e.g. number of 
antennas or transmit power. Antenna management, however, 
intentionally underutilizes the resource for the purpose of 
power saving. Second, we show that antenna management can 
be considered as a rate adaptation protocol in MIMO systems. 
Previous rate adaption protocols, most of which target SISO 
systems, are mainly channel-aware. In contrast, antenna man-
agement is both channel-aware and energy-aware. Finally, we 
distinguish antenna management with other energy efficient 
MIMO system designs, by highlighting the special characteris-
tics of antenna management. 

A. MIMO Capacity Maximization 

Existing MIMO capacity maximization works improve the 
capacity of the MIMO link with a given number of antennas 
and transmit power constraint, while antenna management 
solves its dual problem: find the optimal number of antennas 
to minimize energy per bit under a data rate constraint. 

One popular approach for MIMO capacity improvement is 
to employ more antennas than RF chains and dynamically 
select a subset of antennas to maximize capacity, or antenna 
selection [4, 5, 9, 10]. That is, it selects the best N out of M 
antennas, where N is the number of RF chains and N<M. To 
the best of our knowledge, existing antenna selection tech-
niques assume that the number of active antennas, or N, is 
constant. They can be considered to minimize energy per bit 
given the fixed number of active antennas. On the other hand, 
antenna management keeps only k active antennas and selects 
the best k out of M antennas to minimize energy per bit under 
a data rate constraint, where 1≤k≤N<M. From this perspective, 
antenna selection is inherently integrated into antenna man-
agement. 

Another popular approach for MIMO capacity improvement 
is to allocate transmit power into each active antenna optimal-
ly, or spatial power allocation [7, 11, 12]. Spatial power allo-
cation algorithms employ a fixed total transmit power budget 
and assume all antennas active. In contrast, antenna manage-
ment dynamically optimizes the transmit power and manages 
the RF chains and passive antennas by activating only a subset 
of them. Inactive antennas can be considered as zero transmit 
power allocated. The optimized transmit power is further op-
timally allocated across all active antennas using the water-
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filling algorithm. From this perspective, spatial power alloca-
tion is also included in antenna management. 

B. Rate Adaptation 

Antenna management can be regarded as a realization of 
SNR-triggered rate adaptation techniques for MIMO links. 
Rate adaptation techniques [13-15] aim to find the most ap-
propriate rate for the current channel condition to approach 
capacity. Due to channel fading, there may be a need to 
change the rate over time. SNR-triggered rate adaption is 
widely-used; it uses the received SNR as the basis to estimate 
channel capacity and then adapts rate. Similarly, antenna man-
agement alters data rate by changing the number of active an-
tennas. It leverages the channel matrix to estimate the MIMO 
channel capacity, according to which the optimal antenna con-
figuration is chosen. 

C. Energy Efficient MIMO System Design 

There exist previous works [16, 17] on the energy-efficient 
MIMO system design. We have presented early results from 
our work in [18]. In the following we selectively choose two 
of other previous works that are most related to our work and 
compare them with ours. 

In [16], the authors suggest to dynamically adjust the 
transmission mode (SISO, SIMO, MISO or MIMO) and 
transmit power on each node in an ad-hoc network to maxim-
ize energy efficiency, according to the distance of each pair of 
transmitter and receiver. However, they used MIMO for diver-
sity purpose and fixed the data rate of each link. Antenna 
management, in contrast, uses MIMO for spatial multiplexing 
and allows dynamic data rate while minimizes energy per bit. 
In addition, their work addresses the BER constraint while 
ours targets the data rate constraint. 

Very recently, the authors of [17] propose an adaptive MI-
MO system that can switch between two modes (MIMO and 
SIMO). At the mobile end, either one or two transmit antennas 
are used according to the transmission rate at the mobile end 
and the load utilization at the base station. They seek to mi-
nimize energy per bit by choosing the better mode. However, 
our work departs from theirs in three ways. First, their work 
has addressed energy efficiency of the transmitter without that 
of the receiver, while we have taken into account both in two-
ended management. Second, they have assumed the MIMO 
modes with no more than two RF chains and antennas. In con-
trast, antenna management can be effective for any MIMO 
configuration, irrespective of the number of RF chains and 
antennas. Last and most importantly, their work stays with 
theoretical analysis and simulation results, while we have ex-
tensively discussed system designs and implementation issues 
of antenna management with both simulation and experimen-
tal results. 

IV. MIMO ENERGY PER BIT MINIMIZATION 

In this section we analyze the MIMO energy per bit mini-
mization problem. As shown in Section II, for a MIMO link 
the circuit power increase by multiple active antennas is fixed 
while the capacity improvement can be dynamic depending on 

the propagation condition of the channel, or ࡴ. An important 
question is: given ࡴ, what is the optimal number of RF chains 
and subset of antennas that yields the minimum energy per bit? 
To answer the question, we first formulate it as an optimiza-
tion problem. 

A. Objective Function 

We first embark on the objective function. The MIMO 
energy per bit ܧ can be calculated as the power consumption 

ܲ  divided by the data rate ܴ , or ܾܧ ൌ ܲ ܴ⁄ . We make two 
observations on ܲ and ܴ before proceeding with the concrete 
formulation. First, while a MIMO link is composed of two 
ends, they can be either a pair of mobile nodes like smart 
phones or laptops, or a centralized node such as an access 
point or a base station and a mobile node. Usually a mobile 
node is power-constrained due to limited battery life or ther-
mal concerns, while a centralized node is regarded as having 
unlimited power. Therefore, ܲ can be either the power con-
sumption of both ends or that of a single end. Second, the data 
rate ܴ supported by the MIMO channel is always decided by 
both ends, i.e., ܴ is function of the number of antennas of both 
ends, ்ܰ  and ோܰ , regardless of the specific expression of ܲ. 
Nonetheless, depending on where the optimization takes plac-
es, ்ܰ and ோܰ can be either dynamic as optimization variables 
or fixed as constants. Noticeably, the two ends need to choose 
their number of antennas cooperatively to achieve certain data 
rate when both ்ܰ  and ோܰ  are dynamic. Such two observa-
tions motivate us to categorize the MIMO energy per bit mi-
nimization into multiple cases, elaborated as follows. 

When both ends are mobile nodes, we have ܲ ൌ ெܲூெை ; 
when only a single mobile end is of energy efficiency interest, 
we have ܲ ൌ ்ܲ௦௧  and ܲ ൌ ோܲ௩  for the node as a 
transmitter and receiver respectively. In addition, when the 
optimization is performed in both ends in a cooperative man-
ner, we have ܧ ൌ ሺܧ ்ܲ, ்ܰ, ோܰሻ; if a single end is consi-
dered, we have ܧ ൌ ሺܧ ்ܲ, ்ܰሻ  for the transmitter and 
ܧ ൌ ሺܧ ோܰሻ  for the receiver. Therefore, there can be nine 
different cases due to three different expressions of the power 
consumption, as well as three different optimization variable 
combinations. TABLE I presents all nine cases: the rows refer 
to different power consumption expressions and columns to 
optimization variable combinations. We can further classify 
the nine cases according to their similarities, and Case 1, Case 
5 and Case 9 are the only three cases that do not overlap each 
other and cannot be solved by existing techniques. We provide 
the detailed explanation in Appendix A. For clarity, we name 
Case 1 by two-end energy per bit minimization, and Case 5 
and Case 9 by one-end energy per bit minimization. The for-
mulation of their corresponding objective functions can be 
specified as follows: 

 
Case 1: 

ሺܧ ்ܲ, ்ܰ, ோܰሻ ൌ
ሺଵାఈሻାேೃಷ_ೌ_ାேೃೃಷ_ೌ_ೃାೄೌೝ_ାೄೌೝ_ೃ

ோ
  

Case 5: 

ሺܧ ்ܲ, ்ܰሻ ൌ
ሺଵାఈሻାேೃಷ_ೌ_ାೄೌೝ_

ோ
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TABLE I 

CATEGORIZATION OF MIMO ENERGY PER BIT MINIMIZATION 

 Optimizing both ends 
Optimizing one end 

Transmitter optimization Receiver optimization 

Energy per bit of both ends 
Case 1 Case 2 Case 3 

ܧ ൌ ெܲூெை/ܴ ൌ ሺܧ ்ܲ, ்ܰ, ோܰሻ ܧ ൌ ெܲூெை/ܴ ൌ ሺܧ ்ܲ, ்ܰሻ ܧ ൌ ெܲூெை/ܴ ൌ ሺܧ ோܰሻ 

Energy 
per bit of 
one end 

Transmit energy 
per bit 

Case 4 Case 5 Case 6 

ܧ ൌ ்ܲ௦௧/ܴ ൌ ሺܧ ்ܲ, ்ܰ, ோܰሻ ܧ ൌ ்ܲ௦௧/ܴ ൌ ሺܧ ்ܲ, ்ܰሻ ܧ ൌ ்ܲ௦௧/ܴ ൌ ሺܧ ோܰሻ 

Receive energy 
per bit 

Case 7 Case 8 Case 9 

ܧ ൌ ோܲ௩/ܴ ൌ ሺܧ ்ܲ, ்ܰ, ோܰሻ ܧ ൌ ோܲ௩/ܴ ൌ ሺܧ ்ܲ, ்ܰሻ ܧ ൌ ோܲ௩/ܴ ൌ ሺܧ ோܰሻ 

Case 9: 

ሺܧ ோܰሻ ൌ
ேೃೃಷ_ೌ_ೃାೄೌೝ_ೃ

ோ
  

 
While the channel capacity ܥ in bits/s is known as the max-

imum theoretically achievable data rate, practical coding 
schemes can only approach ܥ with a certain gap. For the sake 
of tractability, we temporarily use channel capacity ܥ  to 
represent data rate ܴ in this section. 

B. Constraint 

We add an important constraint to the optimization problem: 
minimum data rate ܴ . Since the optimization variables, 
including ்ܲ , ்ܰ  and ோܰ , have a direct impact on the data 
rate ܴ, we must minimize ܧ under a data rate constraint, or 
ܴ  ܴ. 

C. Optimization Variables 

We next look into the optimization variables. Without loss 
of generality, we choose Case 1 for discussion. 

First, we make a key observation on the transmit power 

்ܲ: given ࡴ and ܴ there exists an finite optimal transmit 
power, ்ܲ_௧ , that yields minimum ܧ . Such observation 
ensures the need of optimization for ்ܲ and we provide the 
detailed proof in Appendix B. 

Second, we combine other optimization variables as one, 
named the antenna configuration ߱. Note that ߱ consists of 
not only the number of antennas ்ܰ, ோܰ, but also the subset of 
them which are not explicitly shown as optimization variables. 
Apparently, each ߱ yields an unique ࡴሺ߱ሻ thereby a unique 
optimal transmit power ்ܲ_௧ሺ߱ሻ. 

 

V. ALGORITHMIC DESIGN OF ANTENNA MANAGEMENT 

Antenna management is intended to provide an efficient so-
lution to the MIMO energy per bit minimization problem pro-
posed in Section IV. In the following we first outline the key 
challenges of obtaining the solution and then detail how those 
challenges are addressed by elaborating the algorithmic design 
of antenna management. 

A. Key Challenges 

Here we show several important challenges of solving the 
MIMO energy per bit minimization problem: 

 Given ࡴሺ߱ሻ and ܴ, no closed-form formulation of the 
optimal transmit power ்ܲ_௧ሺ߱ሻ is obtainable. Heuris-
tic methods to identify ்ܲ_௧  will yield considerable 
complexity. 

 The search complexity of finding the optimal antenna 
configuration ߱௧ increases exponentially with the num-
ber of antennas, i.e., ܱሺ2ேேೃሻ  searches are needed to 
find ߱௧. 

 The optimal transmit power ்ܲ_௧ and antenna configu-
ration ߱௧  should be jointly identified due to their de-
pendency on each other. 

B. Solution 

Antenna management leverages two key techniques to 
tackle the above challenges: it employs a pre-built mapping to 
calculate ்ܲ_௧, and efficient antenna selection techniques to 
calculate ߱௧. The overall algorithm is summarized in Algo-
rithm 1. We next describe each of the two techniques. 

1) Pre-Built Mapping 

First, we observe that, without considering ܴ, ்ܲ_௧ is 
primarily determined by the dimension of ࡴ under small-scale 
channel fading. In other words, the channel matrix ࡴ in typi-
cal indoor and outdoor environments follows certain patterns. 
The randomness of ࡴ is constrained to some level so that an 
approximated solution of ்ܲ_௧  can yield close-to-optimal 
result. According to these observations, we build a mapping 
from ሺ்ܰ, ோܰሻ to ்ܲ_௧ offline. 

We employ both synthetic and measured channels to eva-
luate such offline mapping. The channel model in Section II is 
adopted for synthetic channels, and the setting for the meas-
ured channels is offered in Section VIII. We first compute 

்ܲ_௧  for each synthetic/measured channel matrix 
,ሺ்ܰࡴ ோܰሻ with different ்ܰ  and ோܰ , denoted as the training 
procedure. Then we take the median of those ்ܲ_௧ as the 
approximated optimal transmit power, ்ܲ_௫ , correspond-
ing to each ்ܰ, ோܰ and construct the mapping accordingly. To 
see how good ்ܲ_௫ is, we compare the MIMO energy per 
bit under ்ܲ_௫ and ்ܲ_௧, for 1000 synthetic and meas-
ured channels respectively. The results have shown that the 
MIMO energy per bit under ்ܲ_௫ is only 1.3% and 1.6% 
higher than that under ்ܲ_௧ , for synthetic and measured 
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Fig. 2. Antenna management is implemented inside the WNIC. It obtains 
data rate constraint from MAC and channel estimation from PHY, and 
then selects the optimal antenna configuration. 
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Algorithm 1: Antenna Management 

 Input: MIMO channel matrix ࡴ, minimum data rate constraint 
ܴ 

Output: optimal transmit power ்ܲ_௧, optimal antenna configu-
ration ߱௧ 

,ܧ      1 ൌ ∞ 

2      for 1  ݊௧  ்ܰ, 1  ݊  ோܰ 

3          identify ࡴሺ݊௧, ݊ሻ using antenna selection algorithms 

4          ்ܲ ൌ ்ܲሺ݊௧, ݊, ܴሻ using the pre-built mapping 

ܧ          5 ൌ ሺܧ ்ܲ, ݊௧, ݊ሻ 

6          if ܧ ൏  ,ܧ

,ܧ              7 ൌ , ்ܲ_௧ܧ ൌ ்ܲ, ߱௧ ൌ ߱ 

8          end 

9      end 

10    return ்ܲ_௧, ߱௧ 

channels respectively, which is negligible compared to the 
energy per bit reduction by antenna management. We note that 
no upper or lower bounds on ்ܲ_௧ can be found theoretical-
ly. However, our results indicate that the probability that 

்ܲ_௫ is close to ்ܲ_௧ is very high. 
As proved in Appendix B, we can build a mapping from ܴ 

to ்ܲ. Similarly, the mapping is approximately independent 
on ࡴ under small-scale channel fading thereby can be built 
offline. 

2) Efficient Antenna Selection 

In addition, we convert the procedure of finding ߱௧ into 
multiple steps where each step can be solved by existing an-
tenna selection algorithms. It is apparent that given fixed ்ܰ 
and ோܰ, minimizing ܧ is equivalent to maximizing ܴ since ܲ 
is constant. Therefore, it turns to be a capacity-maximization-
based antenna selection problem where existing efficient algo-
rithms can be straightforwardly leveraged, e.g. [10]. As a re-
sult, we only need to identify the optimal number of antennas, 
with a complexity of ܱሺ்ܰ ோܰሻ. 

 

VI. SYSTEM DESIGN OF ANTENNA MANAGEMENT 

Following the algorithmic description of antenna manage-
ment, we next provide its system design. We choose the MI-
MO-based WLAN standard, IEEE 802.11n, as the operating 
protocol of antenna management due to its commercialization 
and popularity. Next we briefly outline 802.11n and then ela-
borate how antenna management can be implemented compat-
ibly. 

A. MIMO-based 802.11n 

802.11n supports up to a 4x4 MIMO configuration. That is, 
up to four RF chains can be integrated in the MIMO network 
interface. More than one passive antenna can be attached to 
each RF chain to enable antenna selection. Each RF chain 
together with its selected passive antenna is responsible for 
sending a spatial stream. A single frame from MAC can be 
broken up and multiplexed across multiple spatial streams, and 
then reassembled at the other end. The number of spatial 

streams, or the number of active antennas is allowed to be 
dynamic over time. The PLCP header specifies this number so 
that the receiver is able to know it and correctly decode the 
original signals. 

Besides different number of active antennas, different mod-
ulation and coding schemes can be used for each active anten-
na to further diversify the overall data rate. We highlight that 
different data rates may leave different idle period between 
successive frames, if the traffic is not continuous. Generally 
more active antennas transmit the frame faster and the MIMO 
interface stays idle for longer time. 

B. Design Overview 

We will present two 802.11n-compliant system designs of 
antenna management. The first one is one-ended and the end 
with antenna management only considers its own energy effi-
ciency. It suits the mobile node in the infrastructure-mode 
WLAN, since energy is not the primary concern for the access 
point. The access point can simply use legacy 802.11 and 
compatibly communicate with the antenna-managed mobile 
node. In contrast, the other design is two-ended. It implements 
antenna management at both ends and seeks the minimum 
energy per bit for the MIMO link through joint optimization 
on both ends. It is desirable when both ends are energy-
constrained, e.g. two mobile nodes in an ad-hoc network. The 
one-end and two-end energy per bit minimization in Section 
IV are in fact the theoretical foundations for the one-ended 
and two-ended management, respectively. 

We next elaborate the commonalities of both one-ended and 
two-ended antenna management and separately explain their 
uniqueness in the next two sections. For both designs, antenna 
management is intended to be implemented inside the WNIC, 
as illustrated by Fig. 2. It obtains the channel estimation from 
PHY and data rate constraint from MAC, and then identifies 
and subsequently selects the optimal MIMO configuration. 

1) Setting the Data Rate Constraint 

While 802.11n supports very high PHY data rates, wireless 
interfaces on mobile systems usually experience much lower 
rates, primarily due to the bottleneck in the rest of the network 
or system, e.g. DSL link or applications like VoIP with low 
rate or packet supply [19]. Therefore, the minimum constraint 
of data rate, ܴ, should be set by upper layers that can as-
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TABLE II 
MAPPING FROM NUMBER OF ANTENNAS TO OPTIMAL TRANSMIT POWER 
Number of transmit 

antennas → 
1 2 3 4 

Number of receive 
antennas  ↓ 

1 27.4mW  31.1mW  39.0mW  47.9mW  

2 33.2mW  53.4mW  59.6mW  62.5mW  

3 35.7mW  55.3mW  73.8mW  79.2mW  

4 37.5mW  61.1mW  79.4mW  95.6mW  

 

Fig. 3. Mapping from transmit power to data rate under different antenna 
configuration 
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sess the user/system/application requirements or performance 
bottleneck. 

However, the required data rate from upper layers varies 
much slower than the rate supported by 802.11n, i.e., on a per-
frame basis for the latter. Therefore, the data rate of each 
frame should be constrained in a way that the average data rate 
over a short period meets the requirement. As a result, we set 
the per-frame data rate constraint, ܴሺ݊ሻ, according to 

 
ܴ௩ሺ݊ሻ ൌ ݓ ∙ ܴሺ݊ሻ  ሺ1 െ ሻݓ ∙ ܴ௩ሺ݊ െ 1ሻ, 

 
where ݊ is the index of the frames to which antenna manage-
ment is applied, ܴ௩ሺ݊ሻ  the experienced average rate of 
frames 1 to ݊ , and 0 ൏ ݓ ൏ 1  the weight given to current 
frame. Naturally, if each frame has approximately equal length, 
one should set ݓ ൌ 1/݊. 

2) Estimating the MIMO Channel 

It is crucial that channel matrix ࡴ is known in order to es-
timate the channel capacity. For two-ended antenna manage-
ment, both the transmitter and receiver need to have know-
ledge of ࡴ, which imposes bigger challenge since accurate 
channel information is known to be hardly obtainable at the 
transmitter. 

Nonetheless, there are indeed two ways to acquire ࡴ for the 
transmitter, namely explicit channel estimation and implicit 
channel estimation. Explicit channel estimation requires the 
transmitter to send training symbols to the receiver and the 
latter calculates ࡴ and then feeds it back to the former. This 
method maintains accuracy but incurs overhead because of 
considerable amount of information for feedback of ࡴ. Impli-
cit channel estimation, instead, leverages channel reciprocity 
and lets the transceiver estimate ࡴ in receive mode and as-
sume it as the channel for transmitting next frame. It is effec-
tive only when the communication is by-directional. 

802.11n supports both explicit and implicit channel estima-
tion. The PLCP preamble of each frame contains training 
symbols that are used at the receiver for estimating the chan-
nel matrix. All antennas transmit the same preamble, only with 
time shifts relative to the others. 

3) Identifying the Optimal Antenna Configuration 

In Section VI we have presented an efficient algorithm to 
identify the optimal transmit power ்ܲ_௧ and antenna con-
figuration ߱௧. That is, we first establish a mapping from the 
number of antennas ்ܰ, ோܰ  to ்ܲ_௧, as well as a mapping 

from the data rate ܴ to ்ܲ. To cope with large-scale channel 
fading by significant movement of the mobile node, the map-
pings should be updated when the path loss is found to have 
considerable variation. This can be accomplished by consis-
tently examining the RSSI available in 802.11n since the RSSI 
variation due to small-scale fading is very small thereby dis-
tinguishable. TABLE II shows an example of the mapping 
from ்ܰ, ோܰ  to ்ܲ_௧  and Fig. 3 shows an example of the 
correspondence between ܴ and ்ܲ. Also note that the trans-
mit power in realistic 802.11n transceivers is usually not con-
tinuously available so that the mapping can be further simpli-
fied. 

To get ߱௧ , we need to estimate the data rate for each 
number of antennas. While one can calculate the channel ca-
pacity using ࡴ as the upper bound of data rate so that minim-
ize the lower bound of energy per bit, the solution can be only 
sub-optimal under non-continuously available rates. There-
fore, specifically for 802.11n, we also need a mapping from 
the channel matrix to the achievable data rate. One can simply 
calculate the channel capacity and accordingly find the most 
appropriate data rate. Such procedure is already used in many 
rate adaptation works, e.g. [15, 20]. We also note that addi-
tional channel properties such as the BER or PER can be taken 
into account during this procedure and they are complementa-
ry to antenna management. 

C. One-ended Antenna Management 

Next we present the unique design principle of one-ended 
antenna management and target two-ended management in 
next section. 

One-ended antenna management is triggered by the event 
that the MIMO transceiver receives a frame in the receive 
mode. The default configuration of receive mode has all an-
tennas active, which is essential for the transceiver to implicit-
ly estimate the channel matrix. The transceiver leverages the 
estimated channel matrix to obtain the achievable data rate, 
gets the optimal transmit power for each antenna configuration, 
and then identifies the one with minimum energy per bit. 

The implicit channel estimation is effective because of the 
acknowledgement mechanism intrinsic to 802.11: a receiver 
immediately sends back an ACK frame to the transmitter to 
acknowledge the reception of a data frame, which provides the 
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transmitter a free opportunity to estimate the channel matrix. 
Moreover, 802.11 provides a carrier sensing mechanism with 
RTS/CTS exchange before data frame transmission. While it 
is only used for large data frames, it guarantees that the chan-
nel estimation is valid, especially for non-continuous trans-
mission where a long interval may exist between the last ACK 
frame and the current data frame. 

D. Two-ended Antenna Management 

Two-ended management leverages explicit channel estima-
tion and is initiated by the transmitter which intends to trans-
mit data frames to the receiver. Since each data frame actually 
grants the receiver an opportunity to estimate ࡴ with the inhe-
rent training symbols in the PLCP preamble (see Section A), 
no particular training frames are needed for explicit channel 
estimation. While the training symbols need to be sent and 
received at all transmit and receive antennas even though the 
actual data frame transmission involves only a subset of them, 
corresponding overhead is negligible since the training period 
is much shorter compared to frame duration. 

Seeing the training symbols, the receiver estimates the 
channel matrix and subsequently identifies ்ܲ_௧ and ߱௧. 
To reduce the amount of information needed for feedback, the 
receiver sends back ߱௧ to the transmitter instead of ࡴ. The 
optimal antenna configuration ߱௧ can be encoded as indexes, 
i.e., a 4x4 MIMO link has 256 possible configurations and can 
be uniquely represented by 8 bits. Once the transmitter knows 
߱௧ , it can easily find the optimal transmit power ்ܲ_௧ 
locally using the pre-built mapping. Such small amount of 
feedback information allows it to be included in the ACK 
frame sent immediately after the data frame. Therefore, two-
ended antenna management does not incur additional channel 
occupation. 

Moreover, in order to correctly perform two-ended antenna 
management, the receiver needs to know the power profile of 
the transmitter, i.e. the mapping for ்ܲ_௧  as well as 

ோܲி__்  and ோܲி__ோ . These parameters can be ex-
changed by the two ends in advance of data transmission, and 
such exchange is needed only once. 

E. Overhead 

It is important to note that both one-ended and two-ended 
antenna management can be almost overhead-free. While po-
wering on/off RF chains may produce additional latency and 
energy cost, such overhead is negligible. First, modern 802.11 
transceivers incur very small latency for switching on/off a 
entire RF circuitry, e.g. 50µs for the MAX2829 transceiver 
[21] used in our prototype. Second, our measurement showed 
that the energy overhead can be readily compensated by po-
wering off the transceiver for as short as 100ns, while frame 
transmission may last several milliseconds. Last and most 
importantly, antenna management does not incur additional 
switching besides the regular transition between transmit and 
receive mode, which is inevitable even without antenna man-
agement since 802.11n transceivers are half-duplex. 

 

VII. SIMULATION-BASED EVALUATION 

In this section, we use a MATLAB-based simulation to eva-
luate antenna management under synthetic channels. 

A. MATLAB Simulation Setup 

We employ MATLAB to simulate a MIMO link that in-
cludes two identical 802.11n-like transceivers, denoted as 
Node 1 and Node 2. Each transceiver has four RF chains and 
antennas, in accordance to 802.11n. To maximally illustrate 
the potential benefit of antenna management, we go beyond 
current 802.11n and assume that both transmit power and data 
rate can be arbitrarily chosen. The 802.11n-compliant transmit 
power and data rate settings will be assumed for our proto-
type-based evaluation in Section VIII. Parameters in the power 
model are set as follows: 0.3  ߟ  0.5 , ோܲி__் ൌ

48.2mW , ோܲி__ோ ൌ 62.5mW , ௌܲௗ_் ൌ ௌܲௗ_ோ ൌ

50mW. Those numbers are chosen according to the model in 
[8] and very close to recently reported realizations of 802.11n 
transceivers such as [22] (without baseband power). 

We use two traffic patterns, namely continuous traffic and 
intermittent traffic, to represent different frame arrival rates. 
For the continuous traffic we assume that frames from upper 
layers arrive at an extremely high rate so that transceivers are 
always engaged in active transmitting or receiving, i.e., idle 
period never appears. This traffic represents applications 
which supply data at a much higher rate than the maximum 
rate achievable by the transceiver, e.g., FTP. Users can specify 
the minimum data rate which is acceptable and must be satis-
fied by antenna management. Intermittent traffic, in contrast, 
may introduce considerably long idle period between succes-
sive frames, during which the transceiver enters idle mode. 
Intermittent traffic represents applications which generate 
sparse traffic and relatively a lower data rate, such as VoIP. 
The data rate constraint can be determined by the application. 
While the distribution of inter-frame interval can be arbitrary, 
e.g. exponential, we assume a constant interval in our simula-
tion for simplicity. Therefore, the intermittent traffic is com-
pletely periodic. It is important to note that some applications 
such as HTTP usually have both continuous and intermittent 
traffic patterns: data frames from application usually arrive in 
bursts. While each burst can be considered as a continuous 
traffic of multiple frames, the bursts come intermittently. It is 
worth noting that the inclusion of idle period energy does not 
change the structure of the MIMO energy per bit minimization 
problem so that antenna management is still valid under in-
termittent traffic. We provide elaborated explanation regarding 
this in Appendix C. 

For both continuous and intermittent traffic, we explore five 
scenarios for evaluation using synthetic channels based on the 
channel model in Section II. For the first four scenarios we use 
a constant Ricean factor ܭ which equals 0, 1, 10, 100 respec-
tively, to represent different fading distributions; for the last 
scenario we assume ܭ is random. We do not consider large-
scale fading in the simulation. All the channels are assumed to 
be reciprocal, with a 20MHz bandwidth. We also assume the 
channel coherence time is longer than the frame length so that 
the per-frame adaption of antenna management can perfectly 
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(a) Two-ended, continous traffic 

 

 

(c) Two-ended, intermittent traffic 

ܴ ൌ 0Mbps                     ܴ ൌ 100Mbps 

ܴ ൌ 200Mbps                  ܴ ൌ 300Mbps 

ܴ ൌ 50Mbps                  ܴ ൌ 100Mbps 

ܴ ൌ 200Mbps                  ܴ ൌ 300Mbps 

 

 

(b) One-ended, continuous traffic 

 

 

(d) One-ended, intermittent traffic 

ܴ ൌ 0Mbps                     ܴ ൌ 100Mbps 

ܴ ൌ 200Mbps                  ܴ ൌ 300Mbps 

ܴ ൌ 50Mbps                  ܴ ൌ 100Mbps 

ܴ ൌ 200Mbps                  ܴ ൌ 300Mbps 

Fig. 4. MIMO energy per bit reduction by antenna management 
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cope with channel variation. In fact, real-world channels 
usually exhibit longer coherence time according to our chan-
nel traces in Section VIII. 

B. Simulation Results 

We use a static configuration with all antennas active all the 
time for both ends, i.e. a static 4x4 MIMO link, as the baseline 
to compare energy efficiency with antenna management. For 
two-ended management we measure the average energy per 
bit of the MIMO link for 1000 successive data frames, with 
the first 500 frames transmitted by Node 1 and the second 500 
frames transmitted by Node 2. For one-ended management 
only Node 1 implements antenna management which transmits 
1000 data frames to and receives ACK frames from Node 2. 
Instead of energy per bit of the MIMO link, we measure that 
of Node 1 only. 

1) Continuous Traffic 

We first evaluate the performance of antenna management 
under continuous traffic. 

Fig. 4 (a) and (b) shows the MIMO energy per bit reduction 
by two-ended and one-ended antenna management, respective-
ly. We employ four different data rate constraints for compari-
son: 0Mbps, 100Mbps, 200Mbps and 300M bps. 

We make several key observations from Fig. 4 (a) and (b). 
First, the energy per bit achieved by antenna management is 
always no larger than that of the static configuration. Consi-
dering the scenario with a random ܭ as the one where antenna 
management offers average performance, 13% and 21% ener-
gy per bit reduction can be achieved for two-ended and one-
ended management, respectively. Since one-ended manage-
ment only considers the energy per bit of a single end and the 
other end is supposed to use all antennas, the amount of ener-
gy per bit reduction can be potentially higher than that of two-
ended management. Second, when the data rate constraint 
increases, the energy per bit reduction by antenna management 
is shrinking. This is because higher data rate requires more 
active antennas so that the optimal configuration given by 
antenna management gradually approaches the static one as 
data rate constraint increases. Third, under a relatively low 
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TABLE III 

ROBUSTNESS OF ANTENNA MANAGEMENT UNDER INACCURATE CHAN-

NEL ESTIMATION 

 Received 

ܴܵܰ (dB) 

Probability of making 
correct decisions (%) 

Increase of energy per 
bit (%) 

20 99.9 0.05 

15 97.4 0.47 

10 94.2 0.71 

0 91.5 0.99 

data rate constraint, e.g., less than 200Mbps, when the LOS 
path is more dominant with a larger ܭ, antenna management 
becomes more effective. This is because under channels with 
large ܭ, adding more antennas brings marginal capacity im-
provement while incurs fixed additional power expense. 
Therefore, the static configuration using all antennas can be 
very inefficient. On the other hand, under high data rate con-
straint, the conclusion is on the contrary. That is, antenna 
management reduces energy per bit more for channels with 
smaller ܭ. It can be explained by the fact that using the same 
number of antennas, a channel with smaller ܭ is able to yield 
higher channel capacity so that more likely to meet the data 
rate constraint. 

2) Intermittent Traffic 

We then assess antenna management under intermittent traf-
fic. As shown in Fig. 4 (c) and (d), while most observations 
for the continuous traffic can be similarly extended to the in-
termittent traffic, there are indeed unique characteristics for 
the latter. First, the peak energy per bit reduction for intermit-
tent traffic is higher than that for continuous traffic. For exam-
ple, under a random 18 ,ܭ% and 34% average energy per bit 
can be reduced by two-ended and one-ended management 
under intermittent traffic, in contrast to 13% and 21% under 
continuous traffic. This is because antenna management under 
intermittent traffic also reduces energy consumption during 
the idle period. Recall that for intermittent traffic we assume 
fixed intervals between successive frames. Therefore, using 
fewer antennas to extend active transmitting or receiving dura-
tion can result in shorter idle period thereby less idle energy 
consumption. Second, under intermittent traffic there exists 
certain data rate constraint under which antenna management 
is most effective, e.g. ܴ=200Mbps for two-ended manage-
ment and ܴ=100Mbps for one-ended management. Again, 
this is due to the consideration of idle energy. When the data 
rate constraint is low, i.e., the traffic is sparse, both transceiv-
ers spend very little time in transmitting or receiving. There-
fore, the transmitting and receiving optimization by antenna 
management improves efficiency very little which is different 
from continuous traffic. For very high data rate constraint in-
termittent traffic indicates similar results as continuous traffic 
does. We must note that many have addressed the energy effi-
ciency of the idle period, e.g., the authors of [19]. Such work 
is complementary to antenna management. 

C. Robustness against Channel Estimation Error 

In this section we use simulation results to demonstrate that 
antenna management still offers great energy saving even 
though the channel estimation is reasonably inaccurate. We 
assume one-ended management for simplicity while the me-
thodology and answer also hold valid for two-ended manage-
ment. 

The effectiveness of antenna management depends on the 
channel estimation accuracy. One-ended management em-
ploys implicit channel estimation so that the estimated ࡴ may 
greatly deviate from its real value when channel reciprocity is 
poor or the received SNR is low. We examine the impact of 

channel estimation error on antenna management. Toward this 
end, we assume different received SNR in the simulation and 
compare the theoretically optimal configuration with the one 
identified by antenna management. 

TABLE III shows the probability that antenna management 
offers the theoretically optimal configuration and the average 
energy per bit increase for four different SNR levels, from 
0dB to 20dB. Even when the SNR is very low, i.e. 0dB, an-
tenna management consumes only about 1% more energy per 
bit than the theoretically optimal configuration, which is com-
pletely negligible in comparison to the reduction achieved 
from a static configuration. 

VIII. PROTOTYPE-BASED EVALUATION 

To evaluate antenna management under realistic channels, 
in this section we measure its performance with a prototype 
implementation. The results have confirmed the energy effi-
ciency benefit of antenna management and meanwhile demon-
strated its feasibility in practical MIMO network interfaces. 

A. Prototype Implementation 

We have built a prototype of antenna management using an 
open-access wireless research platform, called WARP [23]. 
We used a 4x4 MIMO configuration consisting of two WARP 
boards each with four RF daughterboards. Each daughterboard 
has a MAX2829 transceiver [21] and is connected with one 
passive antenna. We used a Lenovo ThinkPad T400 laptop to 
interact with two WARP nodes, via WARPLab, a MATLAB-
based interface that enables the laptop to send commands to 
and collects experimental data from WARP nodes. An Ether-
net switch is used to enable interaction between two WARP 
nodes and the laptop. Due to space limitation, we only report 
the results for one-ended management, which is informative 
enough to show the feasibility and practical benefit of antenna 
management. 

We have emulated an 802.11n WNIC in the MATLAB in-
terface. Most PHY functionalities are realized, including the 
PLCP preamble and header, modulation and coding, as well as 
transmit power control. In accordance to 802.11n, we imple-
ment different modulation schemes including BPSK and 
MQAM (M=4, 16, 64), as well as different coding rates in-
cluding 1/2, 2/3, 3/4, and 5/6. Therefore, data rate is not conti-
nuously available. In addition, we set the resolution of trans-
mit power as 1dBm in the range of 0dBm-20dBm (1-100mW) 
without violating regulations on the maximal transmit power 
of 802.11n. Since our prototype-based evaluation is limited to 
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Fig. 6. Experimental setup for prototype-based evaluation: one WARP 
node with antenna management emulates the mobile node, the other 
WARP node with legacy 802.11n emulates the access point, and one 
laptop controls both nodes as well as collects data. 
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Fig. 5. Energy per bit reduction by antenna management in prototype-based 
evaluation 
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a single MIMO link, we omit most MAC functionalities and 
only emulate MAC frame generation and collection without 
real data in the frame body. We also highlight that our proto-
type uses a simple searching method to find the optimal an-
tenna configuration without antenna selection algorithms. This 
is because one-ended antenna management with four RF 
chains and antennas used in our experiment only yields 16 
possible configurations so that no advanced algorithm is 
needed. Nonetheless, for two-ended management and larger 
number of RF chains or antennas, more efficient algorithms 
can be employed as specified in Section VI. 

B. Experimental Setup 

Fig. 5 shows our experimental setup. The evaluation in-
volves two WARP nodes: one as the mobile node which im-
plements antenna management and the other as the access 
point with all antennas active all the time. The radio is at 
2.4GHz, and the channel is 20MHz. We choose two typical 
indoor environments: one has a dominant LOS path between 
two nodes (called the LOS scenario) and the other one does 
not have any LOS path (called the NLOS scenario). For the 
LOS scenario we put two WARP nodes in an office without 
any scatter between them, and for the NLOS scenario we put 
two WARP nodes in two adjacent offices apart from each oth-
er by a wall. While the WARP nodes are connected to the 
Ethernet switch via a wired cable thereby can be hardly moved 
in large-scale, we do introduce small-scale mobility to the 
nodes by manually moving them as well as the scatters. There-
fore, the channel is supposed to have small-scale fading. 

We generate null MAC frames at the mobile node and they 
are sent as data frames to the access point. A null frame has no 
meaningful data in the frame body and is only used to mimic 
realistic 802.11n data frames. In addition, since we have ad-
dressed the difference between continuous and intermittent 
traffic in the simulation, we only employ continuous traffic for 
the experimental evaluation. 

C. Measurement Results 

We report measurement results for two different MIMO 
links: 2x2 and 4x4. We employ the same experimental setup 
for both of them as specified above. For each of the two, we 
compare antenna management with a static configuration with 

all antennas active, as adopted in the simulation. To guarantee 
fair comparison, we evaluate antenna management online, 
while emulate the static configuration offline using the col-
lected channel traces. Since the static configuration is transpa-
rent to energy awareness, its energy per bit is uniquely deter-
mined by the channel so that offline emulation is expected to 
offer the same results as an online evaluation. 

The experimental results are presented in Fig. 6. We have 
shown the energy per bit reduction by antenna management 
with different data rate constraints for two MIMO links, i.e. 
2x2 and 4x4, each in both LOS and NLOS scenario. While the 
experimental results for the 4x4 MIMO link echo the simula-
tion results in Section VII, one can see that antenna manage-
ment becomes less effective in energy efficiency improvement 
for the 2x2 MIMO link. This is consistent with the fact that a 
2x2 MIMO link yields fewer choices of configuration so that 
the static configuration is more likely to be optimal. It is then 
apparent that as the number of RF chains and antennas in mo-
bile systems becomes larger and larger with the progress of IC 
technology (Moore’s Law), higher diversity of the antenna 
configuration can make antenna management increasingly 
energy efficient. 

IX. DISCUSSIONS 

In this section we discuss the limitations as well as possible 
extensions of antenna management. 

A. Limitations 

Our work is limited in the following aspects that can be ad-
dressed in future work. First, we only considered the energy 
impact of the MIMO transceiver front-end without the base-
band. In fact, the number of active antennas also impacts the 
processing load in the baseband, especially for the receiver. 
Typically, the more antennas, the more processing and higher 
power consumption in baseband. Therefore, antenna manage-
ment will conserve energy in baseband too by using a smaller 
number of active antennas. Second, our work only considers 
spatial multiplexing MIMO. Multiple antennas and RF chains 
are also used by other techniques, e.g. diversity-based MIMO 
or beamforming. Antenna management can be potentially used 
for these techniques should energy efficiency becomes a con-
cern. 
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B. Suitability for Cellular Networks 

Antenna management can be used in cellular networks as 
well, especially in fourth-generation (4G) mobile broadband 
communication [24], albeit our current design reported in this 
work targets WLAN. Current base stations in cellular net-
works have already embraced multi-antenna techniques, e.g. 
switched-beam systems [25] or beamforming systems [26]. 
MIMO is undergoing the technical examination and is very 
likely to be used in the foreseeable future [27]. Besides the 
base station, even the mobile client can employ multiple an-
tennas, in order to increase uplink data rate. 

One-ended antenna management can be suitable for the 
mobile client in cellular networks. Nonetheless, important 
dissimilarities between WLAN and cellular networks need to 
be taken into account. For example, uplink and downlink 
channels in cellular networks are usually not reciprocal, espe-
cially for networks operating in frequency-division-duplex 
(FDD) mode. Therefore, implicit channel estimation is no 
longer effective and an alternative design is needed. We also 
note that since cellular channels are more likely to be outdoors, 
where the propagation path is closer to LOS. Recall our results 
showed that antenna management reduces more energy per bit 
when the path is closer to LOS. Therefore, one can expect 
even higher energy efficiency benefit for the cellular network 
implementation of antenna management. 

C. Network Impact of Antenna Management 

Antenna management may induce network impact, by 
changing the data rate for a single link. Our current implemen-
tation targets a single link in the network without taking into 
account the energy efficiency or data rate of other links. In 
fact, antenna management can be potentially detrimental to 
other links, especially for CSMA-based networks. For instance, 
in a typical 802.11 network with one access point and multiple 
associated mobile nodes, those mobile nodes with antenna 
management may occupy the channel for longer time. Conse-
quently the throughput of other nodes may decrease and their 
power consumption will increase, since they need stay idle for 
longer time to wait for the shared channel to become free. As a 
result, antenna management becomes less effective in heavily 
loaded networks. 

However, antenna management can be considered as an 
end-to-end rate adaptation mechanism for MIMO links, and all 
end-to-end rate adaptation protocols will produce posi-
tive/negative impact on the network if using a higher/lower 
data rate [28]. 

X. CONCLUSION 

In this paper, we presented a power-saving mechanism, an-
tenna management, to maximize the energy efficiency of the 
MIMO network interface on mobile systems. Antenna man-
agement adaptively optimizes the transmit power and antenna 
configuration in order to achieve minimum energy per bit un-
der a given data rate constraint. 

We showed that antenna management can be realized with 
little change to the 802.11n protocol to maximize the energy 

efficiency of a single end or both ends of communication. Our 
evaluation using both MATLAB-based simulation and proto-
type-based experiment demonstrated that on average 13% 
two-end energy per bit reduction and 21% one-end energy per 
bit reduction can be achieved. 
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APPENDIX A 

We discuss the nine cases of the MIMO energy per bit mi-
nimization in TABLE I and show that we can reduce them to 
three non-overlapped cases that are of our interest. 

Firstly, when the power consumption of both ends are con-
sidered, optimizing a single end becomes a special case of 
optimizing both, e.g. one can regard the transmitter optimiza-
tion as the optimization for both ends with a fixed receiver 
antenna configuration, and similarly for the receiver optimiza-
tion. Therefore, Case 2 and Case 3 are inherently included in 
Case 1. Analogically Case 4 can be broken down into Case 5 
and Case 6, and Case 7 can be broken down into Case 8 and 
Case 9. 

Secondly, when the power consumption of a single end is 
considered, optimization at the other end has no impact on the 
power consumption ܲ and only changes the data rate ܴ. For 
Case 6 and Case 8, the minimization of ܧ is equivalent to the 
maximization of ܴ, and this is in fact the capacity maximiza-
tion problem without considering power consumption. It has 
been solved by antenna selection techniques and is out of the 
scope of this work. In other words, Case 4 is equivalent to 
Case 5, and Case 7 is equivalent to Case 9. 

To summarize, Case 1, Case 5 and Case 9, are the only 
three cases that do not overlap with each and cannot be solved 
by existing techniques. 

APPENDIX B 

Here we prove the existence of unique ்ܲ_௧  that mini-
mizes ܧ. Toward this, we only need to prove that there is a 
single minima of the objective function ܧ. While calculating 
the second-order derivative of ܧ  is not straightforward, we 
can alternatively show the following two facts which equiva-
lently prove our statement: 

(1) The upper bound of ܧ is infinite; 

(2) 
ௗா್

ௗ
ൌ 0 has a unique solution in ሺ0, ∞ሻ. 

The fact in (1) is obvious given that ܧሺ ்ܲ ൌ ∞ሻ ൌ ∞. 
For the fact in (2), we rewrite ܧ as 

 

ܧ ൌ
ሺଵାఈሻାேೃಷ_ೌ_ାேೃೃಷ_ೌ_ೃାೄೌೝ_ାೄೌೝ_ೃ

∑ ୪୭൬ଵା
ು
ಿಿబ

ఒ൰
ೝ
సభ
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where ݎ is the rank of ࡾࡴୗୗࡴ
ு and ߣሺ݅ ൌ 1,2,⋯ ,  ሻ denotesݎ

the positive eigenvalues of ࡾࡴୗୗࡴ
ு. Then 

ௗா್

ௗ
ൌ 0 implies 

 

∑ ቂ
ఒሺାሻ

ேேబାఒ
െ ݈݊ ቀ1 



ேேబ
ቁቃߣ


ୀଵ ൌ 0,            (1) 

 
where 
 

ܥ ൌ
ேೃಷ_ೌ_ାேೃೃಷ_ೌ_ೃାೄೌೝ_ାೄೌೝ_ೃ

ଵାఈ
. 

 
Then we show that equation (1) always has a unique solu-

tion of ்ܲ where 0 ൏ ்ܲ ൏ ∞. First we define 
 

݂ሺ ்ܲሻ ൌ ∑ ቂ
ఒሺାሻ

ேேబାఒ
െ ݈݊ ቀ1 



ேேబ
ቁቃߣ


ୀଵ , 

 
and to prove that ݂ሺ ்ܲሻ ൌ 0 has a single solution of ்ܲ in 
ሺ0, ∞ሻ , we can equivalently prove (i) ݂ሺ0ሻ  0 , (ii) 
݂ሺ∞ሻ ൏ 0, and (iii) ݂ᇱሺ ்ܲሻ ൏ 0, since ݂ሺ ்ܲሻ is a conti-
nuous function. They are respectively proved as follows. 
 

(i) ݂ሺ0ሻ ൌ


ேேబ
∑ ߣ

ୀଵ  0, because ܥ  0 and ߣ are  the 

positive eigenvalues of ࡾࡴୗୗࡴ
ு; 

 
(ii) ݂ሺ∞ሻ ൌ lim→ାஶ ݂ሺ ்ܲሻ ൌ ሾ1ݎ െ ݈݊ሺ∞ሻሿ ൌ

െ∞ ൏ 0; 
 

(iii) ݂ᇱሺ ்ܲሻ ൌ ∑ ቂ
ఒሺேேబିఒሻ

ሺேேబାఒሻ
మ െ

ఒ

ሺேேబାఒሻ
ቃ

ୀଵ ൌ

∑ 
ିఒ

మ

ሺேேబାఒሻ
మ
ሺܥ  ்ܲሻ൨


ୀଵ ൏ 0, 0 ൏ ்ܲ ൏ ∞. 

 
It is apparent that ܴ is a monotonic function with respect 

to ்ܲ . Therefore, given ܴ , there exists a minimum con-
straint of ்ܲ denoted as ்ܲ,, or ்ܲ  ்ܲ,. However, 
the uniqueness of the optimal transmit power still holds when 
the domain of ்ܲ  changes from ሺ0, ∞ሻ  to ሾ ்ܲ,, ∞ሻ . 
We briefly show the proof in the following. 
 
(i) If ்ܲ,  ்ܲ,௧, the optimal transmit power is identi-

fied as ்ܲ,௧ since it is the single minima of ܧ as elabo-
rated above; 

(ii) If ்ܲ,  ்ܲ,௧, the optimal transmit power is identi-
fied as ்ܲ,  since when ்ܲ  ்ܲ,௧ ܧ ,  is an in-
creasing function of ்ܲ  so that ்ܲ,  corresponds to 
the minimum ܧ. 

APPENDIX C 

Here we show that when considering idle period of the 
MIMO transceiver, the problem formulation is intrinsically 
identical as the one studied in Section IV. 

We use a single 802.11n frame transmission as example to 
explain the above claim. Consider that a frame arrives from 
upper layers and is about to be sent by the transceiver. The 
transceiver can send it at different data rates ܴ. We denote the 

frame length as ܮ, and then the transceiver will spend ܮ/ܴ in 
the transmit mode. We further assume that it takes ݐோ for the 
receiver to acknowledge this frame and the next frame from 
upper layers arrives ݐ after the last one came. Then the ener-
gy per bit for this frame transmission is 

 

ܧ ൌ
ሺ ோ⁄ ሻೝೌೞା௧ೃೃೡାሺ௧ುି௧ೃି ோ⁄ ሻ


ൌ

ሺ ோ⁄ ሻሺೝೌೞିሻା௧ೃሺೃೡିሻା௧ು


, 

 
where ܴ is the only parameter that the transceiver is able to 
specify, by tuning transmit power ்ܲ and antenna configura-
tion ߱. Therefore the optimal ்ܲ and ߱ is given by 
 

൛ ்ܲ_௧, ߱௧ൟ ൌ argmin,ఠ
ೝೌೞሺ,ఠሻି

ோሺ,ఠሻ
. 

 
Since ூܲௗ is constant, it can be easily combined into the 

constant part of ்ܲ௦௧ as indicated in Section II. Therefore, 
the problem formulation with consideration of idle period is 
essentially identical to the one in Section IV. 
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