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Abstract

We use generalized method of moments to estimate a rational expectations aggregate de-
mand/aggregate supply macroeconomic model for the US economy. Variants of the model
have been extensively used in analyses of optimal monetary policy under rational expecta-
tions. Our aim is to examine whether supply or demand shocks have predominated in the post-
war era, and whether shocks of either type have been primarily temporary or permanent in na-
ture. The estimation procedure is an alternative to estimating and interpreting vector autore-
gressions under restrictions either of the Bernanke-Sims variety or of the Blanchard-Quah
variety or to performing calibration exercises. 

We find that permanent nominal demand shocks are the predominant source of variance in
output growth in the U.S., while permanent supply shocks are the main source of inflation
variance and longer run autocorrelation of, and cross correlations between, output growth, in-
flation and interest rate changes. Temporary real shocks to demand are sizeable, and particu-
larly important as a source of variance for changes in interest rates.
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1. Introduction

In recent years a number of authors have used vector autoregressions (VAR’s) or calibration exercises to 

investigate whether macroeconomic fluctuations are primarily caused by nominal or real shocks. We con-

tribute to this literature by estimating an aggregate demand/aggregate supply model with rational expecta-

tions that allows for both permanent and temporary shocks to both demand and supply.

The model we examine was suggested by Rogoff (1985) and has been used extensively in analyses of 

optimal monetary policy. A distinctive feature of our analysis is that we allow the shocks to aggregate 

demand and supply to have both permanent and temporary components that may not be separately identi-

fiable. In other words, the number of driving shocks exceeds the number of endogenous variables. Never-

theless, we are able to estimate the structural parameters, including the variances of the underlying 

shocks, using generalized method of moments. Allowing for expectations and lags, and permanent and 

temporary components of each type of shock, enables our model to account for more complicated pat-

terns of correlations between prices and output than are usually considered in studies of the sources of 

macroeconomic fluctuations.

Initially, we estimate a model of output and prices that combines real and nominal shocks to demand into 

a single demand shock that has permanent and temporary components. The results indicate that the per-

manent component is essentially nominal in character. We then add a third variable, the interest rate, that 

makes it possible to break down the overall demand shock into its real and nominal components and to 

estimate the parameters of an activist monetary policy.

The results consistently show that permanent nominal demand shocks are the largest single source of 

variance in output growth for the United States, followed by permanent supply shocks. Temporary real 

shocks to demand play a significant role in generating interest-rate movements, and it appears that mone-

tary policy tends to accommodate such shocks.

Many other papers have investigated these issues. The classic paper by Sims (1980) found that nominal 

shocks were a major source of U.S. fluctuations. Sims argued that the exclusion restrictions commonly 

used to identify parameters in traditional structural models were not reasonable under rational expecta-

tions. When expectations are rational, all relevant predictive variables belong in any equation where 

expectations appear. While a VAR treats all observable variables as endogenous, the parameter estimates 

are very difficult to interpret. As a substitute for exclusion restrictions, Sims assumed that his data could 

be ordered in a Wold causal chain. Since then, various other methods of identifying VAR’s have been pro-

posed.
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Blanchard and Watson (1986) identify a VAR by restricting the contemporaneous correlations of the one-

step-ahead forecast errors. They conclude that U.S. fluctuations are due to fiscal, monetary, demand, and 

supply shocks, in roughly equal proportions. 

Several other authors have used long-run restrictions to identify VAR’s. After assuming that demand 

shocks have zero long-run impact on output, Blanchard and Quah (1989) find that demand shocks are the 

primary source of U.S. fluctuations. By contrast, Shapiro and Watson (1988) find evidence that exoge-

nous labor supply shocks drive U.S. fluctuations. King, Plosser, Stock, and Watson (1991), who use a 

combination of long and short-run restrictions to identify their VAR’s, report that nominal shocks have 

little importance and find evidence of at least two separate real shocks.

Gali (1992) examines a structural VAR of the IS-LM variety for the U.S. economy. He assumes there are 

four shocks: supply, money demand, money supply, and an IS shock (that is, three types of “demand” 

shocks, and one supply/productivity shock). He identifies parameters through a combination of long-run 

and short-run restrictions. He finds both types of shocks important, but supply shocks are dominant: 70 

percent of output variability at business cycle frequencies is accounted for by supply shocks.

In this paper, we also estimate a small structural model of fluctuations of output, inflation, and interest 

rates in the U.S. We follow Hartley and Walsh (1992), however, and use a method of moments procedure 

to identify the parameters rather than long-run restrictions of the Blanchard-Quah variety. Our results 

thus are immune from the Lippi and Reichlin (1993) and Faust and Leeper (1994) criticisms of the Blan-

chard-Quah approach. In addition, structural modeling of the type pursued in this paper gives the esti-

mated parameters a clear economic interpretation, something often lacking in VAR analyses.

Because the number of unobserved exogenous shocks in our model exceeds the number of observed 

endogenous variables, we cannot recover a time series for the shocks from the data. However, the endog-

enous variables can be expressed as a vector autoregressive moving average process of the shocks. This 

VARMA representation yields expressions for the contemporaneous and lagged variance and covariances 

of the endogenous variables as a function of the various supply and demand elasticities and the variances 

of the underlying shocks.

An initial estimation chooses parameter values to minimize the sum of squared differences between the 

theoretical second moments and the corresponding sample second moments obtained from the data. A 

second estimation minimizes a weighted sum of squared deviations with weights chosen “optimally” to 

yield a test of the parameter restrictions.

The method of moments estimation we use also is closely related to the “calibration method” often used 
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to evaluate real business cycle models such as those pioneered by Kydland and Prescott (1982) and Long 

and Plosser (1983). Whereas the parameters are usually at best just-identified in the typical calibration 

exercise, however, the number of moments fit in the method of moments estimation can exceed the num-

ber of parameters. The over-identifying restrictions can then be tested. The method of moments procedure 

also allows us to estimate standard errors for the parameter values and this provides further information 

on the fit between the model and the data.1

2. Integration and co-integration tests

There are few a priori theoretical restrictions on the possible number, or stationarity properties, of the 

shocks affecting the macroeconomy. Before developing and estimating the model, therefore, the data 

need to be examined for stationarity and possible co-integration features. The assumed stochastic struc-

ture of the theoretical model then needs to be consistent with the stationarity properties of the data.

Quarterly data on industrial production and producer prices, both seasonally-adjusted, were obtained 

from Haver. We also used the interest rate on 3-month Treasury bills as the representative interest rate. We 

chose industrial production rather than GDP to avoid the problems with measuring government output 

that infect the GDP statistics. As for prices, we reasoned that industrial output responds more directly to 

producer prices than to other indices such as consumer prices. Furthermore, a price index may be prefer-

able to an implicit deflator for our purpose since the latter may be negatively correlated with measures of 

real activity by construction.

In order to assess the number of unit roots (permanent shocks) in the data, two tests for unit roots and sta-

tionarity were used: the well-known augmented Dickey-Fuller test, which takes the presence of a unit 

root as the null hypothesis and stationarity as the alternative, and the test developed by Kwiatkowski, 

Phillips, Schmidt and Shin (1992) (KPSS), which takes stationarity as the null. For industrial production 

and producer prices, the tests were applied to the level of each series, logged, as well as to their growth 

rates (the first difference of the logs). For the interest rate, the tests were applied to the level of the series 

and the first difference.2 The results are shown in Table 1.

The results are clearest in the case of interest rates: in levels, the KPSS test rejects trend stationarity, and 

1. Another difference is that each of the moments matched in a typical calibration exercise depends on a small number of 
parameters. We examine a full set of second moments, each of which is a complicated function of the parameters. It is no 
longer obvious how parameter values should be set so as to optimally match the theoretical and sample second moments.

2. Because there were signs of trends in the series, especially in industrial production and producer prices, all the test regres-
sions on the levels included a linear trend as well as a constant term. Power considerations led us to include only a constant 
term in the test regressions on growth rates and first differences.
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the Dickey-Fuller test fails to reject a unit root, indicating the presence of at least one unit root. Once the 

interest rate data have been first-differenced, the KPSS test fails to reject stationarity, and the Dickey-

Fuller test rejects the presence of a second unit root at the 5 and even the 1 percent level.

The results for the other variables are less definite. In the case of the level of industrial production, the 

two tests seem contradictory: the KPSS test rejects stationarity, but the Dickey-Fuller test rejects the pres-

ence of a unit root at the 5 percent level. After differencing to convert the data to growth rates, the KPSS 

test fails to reject stationarity, and the Dickey-Fuller test rejects the presence of a second unit root at the 5 

and even at the 1 percent level. We conclude that industrial production has one unit root, though there is a 

possibility of no unit roots.

The tests on levels of producer prices are consistent in that both imply lack of stationarity. The KPSS test 

fails to reject stationarity for the growth rate, but the Dickey-Fuller test fails to reject the presence of a 

second unit root at the 5 percent level, though it does reject at the 10 percent level. Accordingly, we con-

clude that producer prices have a single unit root, though there is a possibility of two unit roots.3

We also performed Engle-Granger tests for co-integration. Tests on each possible pair of variables failed 

to reject the null hypothesis of non-co-integration, leading us to conclude that the three series contain at 

least two unit roots. However, tests of the three variables together showed signs that the group is co-inte-

grated, implying there are at most two unit roots. When the test was performed with producer prices as 

the dependent variable in the first-stage regression, the null hypothesis of non-co-integration failed to be 

rejected, but when it was performed with industrial production as the dependent variable the null hypoth-

esis was rejected at the 10 percent level, and when it was performed with the interest rate as the dependent 

variable, non-co-integration was rejected at the 5 percent level.

We therefore concluded that it was reasonable to construct a model of output, prices, and the interest rate 

TABLE 1. Tests for unit roots and stationaritya

a. The 5 percent critical value for each test is in parentheses below the test statistic; those that are significant at the 5 percent level are 
marked with an asterisk. The augmented Dickey-Fuller tests were done including zero to nine lags of the dependent variables in 
order to deal with the possibility of serially-correlated residuals. The ones shown in the table were chosen using the suggestion in 
Campbell and Perron (1991, p 155). The KPSS tests included four lags to deal with the possibility of serially-correlated errors.

Industrial Production Producer Prices Interest Rate
Level Growth Rate Level Growth Rate Level First Difference

D-F  -3.65*
(-3.44)

 -4.93*
(-2.88)

 -1.39
(-3.44)

-2.58
(-2.88)

 -2.02
(-3.44)

-5.26*
(-2.88)

KPSS  0.425*
(0.146)

0.102
(0.463)

0.422*
(0.146)

 0.417
(0.463)

0.470*
(0.146)

0.077
(0.463)

3. The null hypothesis that producer prices have three unit roots was strongly rejected by a Dickey-Fuller test.
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that contains exactly two unit roots (or independent permanent shocks). We shall assume that one of these 

permanent shocks is a shock to aggregate supply and the other is a shock to aggregate demand.

3. The economic model

The model we examine is based on Rogoff (1985). Because of its simple structure, it has been used exten-

sively to analyze optimal monetary policy under rational expectations. While such models are susceptible 

to the a priori criticism that the estimated parameters do not reflect a “deep structure” of optimizing 

behavior, McCallum (1989, 102-107) has argued that any model where the supply function has classical 

properties is for many purposes similar to models derived from explicit maximizing behavior.

3.1  Aggregate Supply

Following Rogoff (1985) and Barro and Gordon (1983), we assume supply increases (relative to trend) 

when current prices (adjusted for trend) rise above the rationally expected prices based on the previous 

period’s information. Lucas (1973) provides a justification for such an effect when suppliers are confused 

about whether shocks are primarily local (and real) or aggregate (and nominal). Our model does not dis-

tinguish between local and aggregate shocks, while agents always know the current demand and supply 

shocks. They may be confused only about the permanence of those shocks. Nevertheless, we can obtain 

an analog of the Lucas supply curve if we assume suppliers base their expectations on last period’s infor-

mation. Alternatively, Fischer (1977) generates such a supply curve in a model where suppliers pre-com-

mit to contracts one period in advance of producing output. The contracting interpretation is used by 

Rogoff (1985) to justify a positive supply response to price increases above last period’s expected level.

In a departure from Rogoff (1985), we allow supply to be autocorrelated. This could result, for example, 

from investments that transmit current deviations of supply into future periods. Thus, the aggregate sup-

ply curve can be written (where all variables are in logarithms):

(1)

where the supply shock st at t is a combined temporary and permanent shock. Specifically, we assume

(2)

where the shocks sP (the innovation to the permanent component of the overall supply shock) and sT (the 

temporary component) are assumed to be uncorrelated at all leads and lags and each of them is assumed 

to be independently identically distributed (iid). Because we use GMM for estimation, we do not need to 

specify a distribution for the shocks sP and sT. We merely need to assume that both shocks have a zero 

yt ρyt 1– γ pt Et 1– pt–( ) st+ +=

st st 1–– st
P st

T st 1–
T–+=
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mean (since we are measuring deviations of y, p and i about linear time trends) and finite second 

moments. The same is true of the components of the demand shocks that are specified below.

Temporary supply shocks could represent the effect of strikes, severe weather or other temporary influ-

ences on aggregate production. Permanent supply shocks represent long-lasting shifts in aggregate supply 

associated, for example, with changes in technology and factor supplies.4

While st is known at t, we assume the observing econometrician can never recover a time path for the per-

manent and temporary components and is thus restricted to estimating the contributions of the different 

types of shocks to variances and covariances. We consider several models in so far as agents are con-

cerned. We allow agents to know the permanence of shocks in the same period they occur, only after one 

period, or only after two periods.5

We shall assume that the number of integrated random variables among the driving shocks matches the 

number of non-stationary driving shocks indicated by the unit-root and co-integration analysis. The struc-

tural model then must be constructed so that it would yield stationary endogenous variables if the driving 

shocks had also been stationary. In particular, the autocorrelation parameter, ρ needs to lie in the interval 

(-1,1). We expect the elasticity coefficient γ to be positive.

3.2  Aggregate Demand

Aggregate demand is assumed to reflect intertemporal substitution and, if substitution effects dominate, 

to respond negatively to the current real interest rate. Moreover, if the lagged real interest rate shifts 

demand toward the present from the previous period, the lagged real interest rate could positively affect 

current aggregate demand.6 As in Rogoff (1985) and Sieper (1989), we assume that, in contrast to factor 

markets where expectations are based on information available at t-1, expectations in capital markets are 

based on information available at t. We also allow aggregate demand to be autocorrelated.

To begin with, we examine data on only output growth and inflation, which restricts our ability to identify 

shocks and parameters. We use the results of this investigation, however, to expand the model in a number 

of ways. In particular, we later allow for separate real and nominal aggregate demand shocks, while we 

also allow monetary policy to react to the real demand and supply shocks. The availability of interest rate 

4. Brunner, Cukierman and Meltzer (1980) developed a similar theoretical model with both permanent and temporary shocks.
5. We implicitly assume that agents know more about economic shocks than the price, output and interest rate data we use.
6. In another specification, we followed McCallum and Nelson (1996) who argue that dynamic optimization implies that 

aggregate demand also depends positively on Etyt+1. Empirically, it proved difficult to distinguish the effects of Etyt+1 and 
Etpt+1 on aggregate demand. We therefore focused on the simpler case where Etyt+1 is omitted.
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data also allows us to test more complicated demand or supply curves. Thus, the aggregate demand curve 

in the general case can be written (with variables other than the interest rate in logarithms):

(3)

where we expect α, λ > 0 and7 1 > η > -1. The real shock rt represents shifts in aggregate demand such as 

changes in demographics, fiscal policy or export demand.

3.3  Money Market

We also postulate a conventional aggregate demand for money balances (relative to trend):

(4)

where  is a shock to money demand and δ-1 is the interest semi-elasticity of the demand for money.

3.4  Reduced form aggregate demand curve

We assume equilibrium pt and it equate aggregate supply and aggregate demand for goods and money. 

From the money market equilibrium condition and (4) we can conclude that

(5)

where  is a shock to money supply (relative to trend). Substitute (5) into the aggregate demand curve 

(3) to deduce that it can be written:

(6)

When λ = 0, the reduced form aggregate demand curve (6) has a composite error term

(7)

and initially we shall assume neither the public nor the econometrician observe ,  or rt. Neverthe-

less, using current and lagged y, p, Etpt+1 and (6) the public can infer the value of the amalgamated 

demand shock d. When λ = 0, we can write the aggregate demand curve in terms of prices, the demand 

shock d and the anticipated supply shock in the form:

(8)

where ψ = η/(1+αβδ), Φ = α/(1+αβδ) and Γ = αδ/(1+αβδ) and we shall impose the condition 1 > ψ > -1 

7. As we shall see below, while we expect to find 1 > η > -1 this condition is not necessary to guarantee stability.

yt ηyt 1– α– it E– t pt 1+ pt+( ) λ it 1– E– t 1– pt pt 1–+( ) rt+ +=

mt pt– βyt δ 1– it– mt
D+=

mt
D

it βδyt δ mt
S mt

D– pt–( )–=

mt
S

1 αβδ+( )yt η λβδ+( )yt 1– α 1 δ+( )pt– λ 1 δ+( )pt 1– αEt pt 1+ λEt 1– pt–

αδ mt
S mt

D–( ) λδ mt 1–
S mt 1–

D–( )– rt

+ + +

+

=

dt

αδ mt
S mt

D–( ) rt+

1 αβδ+
---------------------------------------=

mt
S mt

D

yt ψyt 1– ΦEt pt 1+ Φ Γ+( )pt– dt+ +=
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in order to guarantee invertibility of the moving average component in the solutions for ∆pt and ∆yt.

Until we consider data on interest rates, we use (8) for the aggregate demand curve. Analogously to the 

supply shock st we assume that the demand shock dt is a combined temporary and permanent shock with:

(9)

The shocks  and  are assumed to be iid and uncorrelated at all leads and lags with each other and 

with the supply shocks.

We again assume that agents could know the permanence of shocks in the period they occur, only after 

one period or only after two periods. As with supply shocks, we also assume that the econometrician can 

never recover a time path for the permanent and temporary components  and . 

3.5  Equilibrium

Using the lag operator L, the aggregate supply curve (1) can be written:

(10)

while the aggregate demand curve (8) can be written

. (11)

Multiplying (10) by (1–ψL) and (11) by (1–ρL) we deduce that product market equilibrium requires

(12)

Since the composite shocks st and dt are non-stationary, pt is also non-stationary. To solve for the equilib-

rium price and output, we need to manipulate equation (12) to ensure we are working in spaces of station-

ary processes. By adding and subtracting , equation (12) can be re-arranged to obtain

. (13)

Now observe that, if we define the inflation rate Pt = (1-L)pt, then pt–Et-1pt = Pt–Et-1Pt is stationary8 while

.

Thus, differencing (13), we obtain a stochastic difference equation for P:

(14)

8. Thus, while pt and Et-1pt are both non-stationary, they are co-integrated.

dt dt 1–– dt
P dt

T dt 1–
T–+=

dt
P dt

T

dt
P dt

T

1 ρL–( )yt γ pt Et 1– pt–( ) st+=

1 ψL–( )yt ΦEt pt 1+ Φ Γ+( )pt– dt+=

1 ψL–( ) γ pt Et 1– pt–( ) st+[ ] 1 ρL–( ) ΦEt pt 1+ Φ Γ+( )pt– dt+[ ]

ΦEt pt 1+ ΦρEt 1– pt Φ Γ+( ) 1 ρL–( )pt–– 1 ρL–( )dt+

=

=

Φρpt

ΦEt pt 1+ Φ Γ+( ) 1 ρL–( )pt– Φρpt– 1 ψL–( )st 1 ρL–( )dt– γ Φρ– ψγL–( ) pt Et 1– pt–( )+=

1 L–( )Et pt 1+ Et pt 1+ Et 1– pt– Et pt 1+ pt– pt Et 1– pt–+ Et 1 L–( )pt 1+[ ] pt Et 1– pt–( )+= = =

ΦEtPt 1+ Φ Γ+( ) 1 ρL–( )Pt– ΦρPt– 1 ψL–( ) st
P st

T st 1–
T–+( ) 1 ρL–( ) dt

P dt
T dt 1–

T–+( )–
γ Φρ– Φ–( ) ψγ γ Φρ–+( )L– ψγL2+[ ] Pt Et 1– Pt–( )+

=

8



3.6  Information processing

Individuals know the functional forms of the aggregate demand and supply curves. They also know pt and 

yt, and therefore the values of st and dt, at time t. We assume to begin with, however, that they do not 

know the decomposition of st or dt into their components  or  until period t+1.9 Based on the 

form of (14), we deduce that Pt will be a linear function of current and lagged  and . Since 

individuals know, at t-1, all shocks dated t-2 or earlier, (Pt–Et–1Pt) will be a linear sum:10

(15)

Since individuals know , ∆st-1 =  and ∆dt-1 =  at t–1 

they will also observe  and . Projecting onto these variables they would obtain:

 and (16)

where

, ,  and .

3.7  ARIMA representations for pt and yt

We define the inverse of the lag operator by

(17)

where xt is known at time t. Then we can show:

Lemma 1: The equilibrium inflation rate Pt satisfies the stochastic difference equation:

(18)

9. The simpler case when there is no information lag is discussed in footnotes while the next section discusses the more com-
plicated case where there is a two-period information lag.

10. If there is no information lag, (15) becomes .

st
P st

T dt
P, , dt

T

st
P st

T dt
P, , dt

T

Pt Et 1– Pt– π10st
P π20st

T π30dt
P π40dt

T+ + +=

Pt Et 1– Pt– π10st
P π20st

T π30dt
P π40dt

T π11 st 1–
P Et 1– st 1–

P–( ) π21 st 1–
T Et 1– st 1–

T–( )
π31 dt 1–

P Et 1– dt 1–
P–( ) π41 dt 1–

T Et 1– dt 1–
T–( )

+ + + + +
+ +

=

st 2–
P st 2–

T dt 2–
P dt 2–

T, , , st 1–
P st 1–

T st 2–
T–+ dt 1–

P dt 1–
T dt 2–

T–+

st 1–
P st 1–

T+ dt 1–
P dt 1–

T+

Et 1–
st 1–

P

st 1–
T

a1

a2

st 1–
P st 1–

T+( )= Et 1–
dt 1–

P

dt 1–
T

b1

b2

dt 1–
P dt 1–

T+( )=

a1

σsP
2

σsP
2 σsT

2+
--------------------= a2

σsT
2

σsP
2 σsT

2+
-------------------- 1 a1–= = b1

σdP
2

σdP
2 σdT

2+
---------------------= b2

σdT
2

σdP
2 σdT

2+
--------------------- 1 b1–= =

L 1– xt i–
xt i– 1+ i 0>

Etxt i– 1+ i 0≤






=

Φ Γ+( ) 1 FL 1––( ) 1 ρL–( )Pt 1 ρL–( ) dt
P dt

T dt 1–
T–+( ) 1 ψL–( ) st

P st
T st 1–

T–+( )–

θ0 θ1L– θ2L2+[ ] κ 1ist i–
P κ2ist i–

T κ3idt i–
P κ4idt i–

T+ + +( )
i 0=

1

∑

–=
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for constants F = 1/(1+δ), θ0 = γ – Φ(1+ρ), θ1 = γ(1+ψ) – Φρ, θ2 = ψγ, κi0 = πi0, i = 1,…,4, and11

, ,  and (19)

Proof. The left side of (14) can be written

(20)

Also, substitute (16) into (15) and then substitute the result into (14).

Observe that for δ > 0, F < 1, while all shocks on the right side of (18) are stationary. The operator in L-1 

on the left side of (18) can therefore be expanded as a geometric series on the right to show:

Theorem 1: When the composition of shocks is unknown for one period, equilibrium inflation satisfies

(21)

for constant coefficients πij, i = 1,…,4, j = 0,…,3.

Proof. We have, for i ≥ 0,

(22)

(23)

with similar expressions for the demand shocks.12 Inverting (1–FL-1) on the right of (18), equating coeffi-

cients of shocks, and using κi0 = πi0, i = 1,…,4, and expressions (19) for κi1 we find that equilibrium Pt 

will indeed be given by (21) so long as the πij coefficients satisfy the following simultaneous equations:

11. When there is no information lag the κi1 coefficients are all zero.
12. When there is no information lag, the final term in (22) simply becomes while the final term in (23) becomes  

with analogous modifications for the demand shocks. The moving average in (21) also becomes second order.

κ11 π11 π21–( )a2= κ21 π11 π21–( )a1–= κ31 π31 π41–( )b2= κ41 π31 π41–( )– b1=

ΦEtPt 1+ Φ Γ+( ) 1 ρL–( )Pt– ΦρPt– Φ Γ+( ) 1
1 δ+
----------EtPt 1+– 1

1
1 δ+
----------ρ+ 

  Pt ρPt 1––+–

Φ Γ+( ) 1
1

1 δ+
----------L 1–– 

  Pt 1
1

1 δ+
----------L 1–– 

  ρPt 1–––

=

=

1 ρL–( )Pt π1ist i–
P π2ist i–

T π3idt i–
P π4idt i–

T+ + +( )
i 0=

3

∑=

1
1 FL 1––
-------------------st i–

P st i–
P F+ st i– 1+

P … Fia1 st
P st

T+( )+ +=

1
1 FL 1––
-------------------st i–

T st i–
T F+ st i– 1+

T … Fia2 st
P st

T+( )+ +=

Fist
P Fist

T

Φ Γ θ0 θ1– F θ2F2++ +( )π10 Φ Γ θ0 θ1– F θ2F2+ + +( )π20 1 ψF–( ) 1 a2F–( )–= =

Φ Γ a2 θ0 θ1– F θ2F2+( )+ +[ ]π11 ψ θ1 θ2F–( )π10 θ0 θ1– F θ2F2+( )π21a2+ +=

Φ Γ a1 θ0 θ1– F θ2F2+( )+ +[ ]π21 ψ 1 ψF–( ) θ1 θ2F–( )π10 θ0 θ1– F θ2F2+( )π11a1+ + +=

Φ Γ+( )π12 θ1 θ2F–( ) π11 π21–( )a2 θ2π10–=

Φ Γ+( )π22 ψ θ1 θ2F–( ) π11 π21–( )–– a1 θ2π10–=
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Comment: Note that the solution (21) is consistent with the unanticipated inflation rate given in (15).

Use Π1 for the 4×4 matrix of MA coefficients with Π1j the jth column of Π1, so the 4 polynomials multi-

plying  are the rows of

Then we can write the ARMA(1,3) representation for Pt as:

. (24)

From the supply curve (1), (15) and (16) we obtain an expression for equilibrium output:

Theorem 2: When the composition of shocks is unknown for one period, equilibrium output yt satisfies:13

(25)

where κi0 = πi0, i = 1,…4 while κi1, i = 1,…4, satisfy (19).

Proof. Substitute (16) and the right hand side of (15) into the aggregate supply curve (1).

Corollary: The first difference of the equilibrium output Yt = ∆yt follows an ARMA(1,2) process.14

Proof. Multiply (25) through by (1–L).

13. When there is no information lag, the moving average in (25) becomes first order.
14. Since output growth is stationary, shocks cannot permanently affect it. The long run effect of a shock on the level of output 

can, however, be non-zero. Buiter (1995, note 13) has argued that the restriction, used by Blanchard and Quah (1989) and 
others, that demand shocks have no long-run real effects, makes sense for nominal, but not real, demand shocks.

Φ Γ+( )π13 θ2 π11 π21–( )a2–=

Φ Γ+( )π23 θ2 π11 π21–( )a1=

Φ Γ θ0 θ1– F θ2F2++ +( )π30 Φ Γ θ0 θ1– F θ2F2+ + +( )π40 1 ρF–( ) 1 b2F–( )= =

Φ Γ b2 θ0 θ1– F θ2F2+( )+ +[ ]π31 ρ– θ1 θ2F–( )π30 θ0 θ1– F θ2F2+( )π41b2+ +=

Φ Γ b1 θ0 θ1– F θ2F2+( )+ +[ ]π41 ρ– 1 ρF–( )– θ1 θ2F–( )π30 θ0 θ1– F θ2F2+( )π31b1+ +=

Φ Γ+( )π32 θ1 θ2F–( ) π31 π41–( )b2 θ2π30–=

Φ Γ+( )π42 ρ θ1 θ2F–( )– π31 π41–( )b1 θ2π30–=

Φ Γ+( )π33 θ2 π31 π41–( )b2–=

Φ Γ+( )π43 θ2 π31 π41–( )b1=

zt' st
P st

T dt
P dt

T=

Π1 L( ) Π1 j'L
j 1–

j 1=

4

∑=

1 ρL–( )Pt Π1 L( )zt=

1 ρL–( )yt st γ+ κ1ist i–
P κ2ist i–

T κ3idt i–
P κ4idt i–

T+ + +( )
i 0=

1

∑=
11



If we define a 4×3 matrix Π2 of MA coefficients, we can write the ARMA(1,2) representation for Yt:

. (26)

As shown in Hartley and Whitt (1997), (24) and (26) can then be used to derive theoretical expressions 

for the variances and autocovariances of Pt or Yt and the cross covariances between lags of Pt and Yt.

3.8  Two periods of uncertainty

If agents do not know the decomposition of st or dt into their components until period t+2 it is possible to 

show that equilibrium inflation Pt follows an ARMA(1,4) process:

(27)

Specifically, in place of (15), (P t –Et-1Pt) will now be a linear sum involving two lags:

(28)

Since at t-1 individuals now know , , , 

 and all variables dated t-3 and earlier they effectively observe , 

,  and . Projecting onto these variables they would obtain:

 and (29)

where the coefficients aij and bij (with a31+a41 = 0, b31+b41 = 0, a32+a42 = 1 and b32+b42 = 1) satisfy

 and (30)

Substituting (29) into (28) we also deduce that κji and πji, i = 1,2 are related by the equations:

1 ρL–( )Yt Π2 L( )zt=

1 ρL–( )Pt π1ist i–
P π2ist i–

T π3idt i–
P π4idt i–

T+ + +( )
i 0=

4

∑=

Pt Et 1– Pt– π10st
P π20st

T π30dt
P π40dt

T π11 st 1–
P Et 1– st 1–

P–( ) π21 st 1–
T Et 1– st 1–

T–( )

π31 dt 1–
P Et 1– dt 1–

P–( ) π41 dt 1–
T Et 1– dt 1–

T–( ) π12 st 2–
P Et 1– st 2–

P–( ) π22 st 2–
T Et 1– st 2–

T–( )

π32 dt 2–
P Et 1– dt 2–

P–( ) π42 dt 2–
T Et 1– dt 2–

T–( )

+ + + + +

+ + + +

+ + κ1ist i–
P κ2ist i–

T κ3idt i–
P κ4idt i–

T+ + +( )
i 0=

2

∑≡

=

st 2–
P st 2–

T st 3–
T–+ st 1–

P st 1–
T st 2–

T–+ dt 2–
P dt 2–

T dt 3–
T–+

dt 1–
P dt 1–

T dt 2–
T–+ st 2–

P st 2–
T+

st 1–
P st 1–

T st 2–
T–+ dt 2–

P dt 2–
T+ dt 1–

P dt 1–
T dt 2–

T–+

Et 1–

st 1–
P

st 1–
T

st 2–
P

st 2–
T

a11 a12

a21 a22

a31 a32

a41 a42

st 1–
P st 1–

T st 2–
T–+

st 2–
P st 2–

T+
= Et 1–

dt 1–
P

dt 1–
T

dt 2–
P

dt 2–
T

b11 b12

b21 b22

b31 b32

b41 b42

dt 1–
P dt 1–

T dt 2–
T–+

dt 2–
P dt 2–

T+
=

a11 a12

a21 a22

a31 a32

a41 a42

σsP
2 2σsT

2+ σsT
2–

σsT
2– σsP

2 σsT
2+

σsP
2 0

σsT
2 0

0 σsP
2

σsT
2– σsT

2

=

b11 b12

b21 b22

b31 b32

b41 b42

σdP
2 2σdT

2+ σdT
2–

σdT
2– σdP

2 σdT
2+

σdP
2 0

σdT
2 0

0 σdP
2

σdT
2– σdT

2

=
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(31)

and

. (32)

Equations (29) updated one period imply, for i ≥ 2,

while

Also note that, since the combination of shocks  is known at t:

Analogous expressions can be derived for the demand shocks. The operator (1–FL-1) can again be 

κ11

κ21

κ12

κ22

1 a11– a21– a31– a41–

a11– 1 a21– a31– a41–

a12– a22– 1 a32– a42–

a11 a12– a21 a22– a31 a32– 1 a41 a42–+

π11

π21

π12

π22

=

κ31

κ41

κ32

κ42

1 b11– b21– b31– b41–

b11– 1 b21– b31– b41–

b12– b22– 1 b32– b42–

b11 b12– b21 b22– b31 b32– 1 b41 b42–+

π31

π41

π32

π42

=

1
1 FL 1––
-------------------st i–

P st i–
P F+ st i– 1+

P … Fi 2– st 2–
P Fi 1– a31 a11F+ a32 a12F+

st 1–
P st 1–

T st 2–
T–+

st 2–
P st 2–

T+
+ + +=

1
1 FL 1––
-------------------st i–

T st i–
T F+ st i– 1+

T … Fi 2– st 2–
T Fi 1– a41 a21F+ a42 a22F+

st 1–
P st 1–

T st 2–
T–+

st 2–
P st 2–

T+
+ + +=

1
1 FL 1––
-------------------

st 1–
P

st 1–
T

a31 a11F+ a32 a12F+

a41 a21F+ a42 a22F+

st 1–
P st 1–

T st 2–
T–+

st 2–
P st 2–

T+
=

1
1 FL 1––
-------------------

st
P

st
T

a11 a12

a21 a22

st 1–
P st 1–

T st 2–
T–+

st 2–
P st 2–

T+
=

st
P st

T st 1–
T–+

1
1 FL 1––
------------------- st

P st
T st 1–

T–+( ) st
P st

T st 1–
T– F a21 st

P st
T st 1–

T–+( ) a22 st 1–
P st 1–

T+( )+[ ]–+=

1
1 FL 1––
------------------- st 1–

P st 1–
T st 2–

T–+( ) st 1–
P st 1–

T st 2–
T– F 1 a21F–( ) st

P st
T st 1–

T–+( ) a22F st 1–
P st 1–

T+( )–[ ]+ +=

1
1 FL 1––
------------------- st 2–

P st 2–
T st 3–

T–+( ) st 2–
P st 2–

T st 3–
T– F st 1–

P st 1–
T st 2–

T–+( )

F2 1 a21F–( ) st
P st

T st 1–
T–+( ) a22F st 1–

P st 1–
T+( )–[ ]

+ +

+

=
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inverted on the right side of (14), allowing us to deduce that equilibrium Pt will indeed be given by (27).

Equilibrium output can also be shown to satisfy:

(33)

where κi0 = πi0, i = 1,…4 while κij, i = 1,…4, j = 1,2 satisfy (31) and (32). Multiplying (33) through by 

(1–L), we conclude that, under the modified information assumptions, the first difference of equilibrium 

output Yt = ∆yt follows an ARMA(1,3) process.

4. Estimating the parameters using GMM

We examined lags up to six quarters for the autocovariances and cross covariances. We expected that this 

would cover a substantial part of typical cyclical fluctuations while leaving us a reasonable sample size 

(from the original 151 quarters running from 1960:2 to 1997:4). We thus obtained theoretical expressions 

for 2 variances and 25 covariances of rates of change of equilibrium output and price. There are 9 param-

eters in these expressions. We can write the vector of parameters to be estimated as15

(34)

and we can denote the 27×1 vector of theoretical second moments by θ(b).

From the data, we have N observations on trend-corrected and seasonally adjusted quarterly rates of 

change in industrial production and producer prices. Using this data, we calculate 27×N cross products 

corresponding to our 27 theoretical second moments, with one set of cross products for each period n. 

Following the notation of Hansen (1982), we write f(∆xn,b) for the 27×1 vector of differences between the 

sample cross products in period n and the corresponding theoretical second moments in θ(b). Under the 

null hypothesis, E[f(∆xn,b)] = 0. We form

,

which, in our case, equals the vector of differences between the empirical second moments and the corre-

sponding theoretical second moments.

Initial estimates  of b are obtained by minimizing the sum of squared errors .16 Following 

15. We estimated standard deviations to impose the restriction that the variances are non-negative. Also, we can estimate any 
two parameters from Γ, Φ, δ and F and impose the restrictions implied by the relationships F = 1/(1+δ) = Φ/(Φ+Γ). We 
estimated the inverse hyperbolic tangents of F, ρ and ψ to impose the conditions |F| < 1, |ρ| < 1 and |ψ| < 1.

1 ρL–( )yt st γ+ κ1ist i–
P κ2ist i–

T κ3idt i–
P κ4idt i–

T+ + +( )
i 0=

2

∑=

b ρ ψ γ Γ F σsP σsT σdP σdT, , , , , , , ,[ ]=

gN b( ) 1
N
---- f ∆xn b,( )

n 1=

N

∑=

b̂ gN b( )'gN b( )
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Hansen (1982), Cumby, Huizinga and Obstfeld (1983) and White and Domowitz (1984) we conclude that 

 will converge in distribution to a random vector with mean zero and covariance matrix

where

and the matrix S is defined by

.

An estimate of D can be obtained using the least square parameter estimates :

Following Newey and West (1987) we estimate S by17

(35)

where w(j,J) = 1−[j/(J+1)] is a linearly declining weighting function and

. (36)

Hansen (1982) shows that the optimal GMM estimator (in the sense that the asymptotic covariance 

matrix of b is as small as possible) is obtained by minimizing a weighted sum of squares18 gN(b)'WgN(b), 

for a symmetric weighting matrix W which is a consistent estimator of S-1. If we let  be the parameter 

vector which minimizes this weighted sum of squares then  will converge in distribution to a 

random vector with mean zero and covariance matrix (D'SD)-1, which can be estimated by

(37)

16. In practice, the numerical minimization algorithm worked better when we normalized by re-scaling parameter values and 
dividing  by the sum of squared values of the sample moments. We used a combination of a derivative-based 
quasi-Newton method and the Nelder-Mead simplex algorithm to minimize the highly non-linear objective function. The 
simplex algorithm proved more effective at finding the general region of parameter space where a minimum lies, while the 
derivative-based algorithm was more effective at actually attaining the local minimum to be found in that region. To ensure 
we obtained a global minimum of the objective function, we tried many different starting values for the parameters.

17. In our empirical analysis, we used J = 12.
18. In effect, the weighting matrix emphasizes those moments that can be estimated more precisely from the data.

gN b( )'gN b( )

N b̂ b–( )

D'D( ) 1– D'SD D'D( ) 1–

D E
b∂
∂

f b( )=

S E f ∆x0 b,( ) f ∆x j– b,( )'[ ]
j ∞–=

∞

∑=

b̂

D̂
b∂
∂

gN b̂( )
b∂
∂ θ b̂( )–= =

ŜJ Ω̂0 w j J,( ) Ω̂ j Ω̂ j'+[ ]
j 1=

J

∑+=

Ω̂ j
1
N
---- f ∆xn b,( ) f ∆xn j– b,( )'

n j 1+=

N

∑=

b̃

N b̃ b–( )

D'ˆ ŜJD̂( ) 1–
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Following the suggestion in Hansen (1982), we test the over-identifying restrictions by evaluating

, (38)

which converges in distribution to a chi-square random variable with k−q degrees of freedom where k is 

the number of moment conditions and q the number of parameters.

By analogy with variance decompositions in VAR’s, we shall use the final parameter estimates to decom-

pose the variances and covariances into the components due to each of the underlying shocks. This will 

provide our measure of the relative importance of supply and demand, and temporary and permanent 

shocks in driving output and prices over the sample period.

5. Results using output growth and inflation

The 27 moments used to estimate the model were the variance of output growth, the variance of inflation, 

each variable’s autocovariances up to six quarters, the contemporaneous cross-covariance between output 

growth and inflation, and other cross-covariances going forward and back up to six quarters. The sample 

variance of output growth is over double the variance of inflation. The sample variances are graphed 

alongside the final estimates from the model with a one period information lag in Figure 1.

The pattern of sample cross-covariances graphed in Figure 1 warrants discussion. Kydland and Prescott 

(1990) and Cooley and Ohanian (1991) report negative cross-covariances between filtered prices and out-

put for the United States at nearly all leads and lags. This led Kydland and Prescott to call the notion of a 

positive relationship between prices and output a monetary myth.

We find a sizeable negative contemporaneous covariance and a consistently negative cross-covariance 

between output growth and positive lags of inflation. However, the cross-covariances in the other direc-

tion, between output growth and future (negative lags of) inflation, are initially small (relative to the larg-

est cross-covariances in the other direction) and negative, but become small and positive at longer leads.19

On the whole, the estimated model matches the sample moments fairly well. For example, the model cor-

rectly generates a variance of Y about double that of P, as well as the negative contemporaneous covari-

ance between the two. The most obvious misses occur when a group of sample moments switch signs for 

19. Differences between our results and those of Cooley and Ohanian and Kydland and Prescott may be the result of either the 
different measures of output and inflation that we used or the way the data were filtered. Cooley and Ohanian use real GNP 
and implicit price deflators, while Kydland and Prescott use real GNP and two price measures, the implicit price deflator 
and consumer price. We use industrial production and producer prices. As for filters, Kydland and Prescott use only the 
Hodrick-Prescott filter, while Cooley and Ohanian use three filters: linear detrending, differencing, and the Hodrick-Pres-
cott filter. We use differencing but in addition we remove a linear trend and seasonal effects.

NgN b̃( )' ŜN( ) 1– gN b̃( )
16



different lag lengths. For example, the autocovariance of Y is strongly positive at a lag of one quarter, but 

it turns negative at lags of 5 and 6 quarters. Similarly, the sample cross-covariance between P and past 

values of Y is negative when Y is lagged 1 to 3 quarters, but turns positive when Y is lagged 4 to 6 quarters. 

The model was unable to reproduce such sign-switching patterns.

The least squares estimates of the parameters, and the corresponding minimized value for the (normal-

ized) sum of squares objective function, are presented in Table 2. We defined the parameters so that all 

except the autocorrelation coefficients (ρ and ψ) should be positive. If ρ represents lags in the capital 

accumulation process, however, we would expect it also to be positive. We do require both ρ and ψ to be 

less than 1 in absolute value. As with ARIMA models, the same autocorrelation structure can be 

explained either by stationary or non-stationary, and invertible or non-invertible processes. We have elim-

inated this identification problem by ensuring the numerical algorithm chooses stationary and invertible 

representations of the data. Similarly, the coefficient F on the forward operator is required to be less than 

1 in absolute value.

The sum of squared differences between the sample and theoretical second moments was normalized by 

dividing by the sum of the squared second moments. The value of the minimized least squares objective 

function (the last line of Table 2) can therefore be thought of as a type of R2 measure. Thus, the theoreti-

cal model explains about 87% of the “variation” in the sample second moments under consideration.

The least squares objective function is not, however, the best measure of the fit between the theoretical 

model and the data. The minimized least squares objective function, in common with “calibration” exer-

cises, places greater weight on explaining the larger moments (in absolute value). By contrast, the GMM, 

or weighted least squares procedure, also emphasizes moments that can be estimated more precisely from 

the data in the sense that they have a lower sample variance. The weighted least squares estimates, 

together with their standard errors estimated according to (37), are presented in Table 3.

TABLE 2. Least squares parameter estimates

Parameter 1 period information lag 2 period information lag
tanh-1(ρ) 1.1127 1.1127

tanh-1(ψ) 0.1055 0.1055

γ 2.8985 2.9736

Γ 0.8770 0.8770

tanh-1(F) 0.2833 0.2833

0.00516 0.00516

0.01023 0.01253

0.01781 0.01781

3.473e-05 3.389e-06
LS objective 0.12788 0.12788

σsP

σsT

σdP

σdT
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The estimated parameters under the different information lags are quite similar, suggesting that the speci-

fication of the length of the information lag does not make much difference to the ability of the model to 

account for the second moments. In the following discussion, we will concentrate on the model with a 

one period information lag.

All of the parameter estimates have the hypothesized sign and most of them also have “reasonable” mag-

nitudes. The estimates are close to those we previously obtained (Hartley and Whitt, 1997) for the same 

model using data from the five largest West European economies. The elasticity parameters are perhaps 

closest to the values we found for the Netherlands, while the standard deviations of shocks are most sim-

TABLE 3. Weighted least squares parameter estimatesa

a. Standard errors are in parentheses below each parameter estimate.

Parameter 1 period information lag 2 period information lag
tanh-1(ρ) 1.1812b

(0.0873)

b. The coefficient is statistically significantly different from zero at conventional levels 
under the asymptotic t-distribution for the ratio of coefficient to its standard error.

1.1813b

(0.0884)

tanh-1(ψ) 0.1215b

(0.0423)
0.1215b

(0.0434)

γ 2.9043b

(0.2589)
2.9918b

(0.5872)

Γ 0.8373b

(0.1571)
0.8373b

(0.0917)

tanh-1(F) 0.3126
(0.3042)

0.3126
(0.3179)

0.004458b

(0.00103)
0.004458b

(0.00059)

0.010811b

(0.00177)
0.012808b

(0.00426)

0.016556b

(0.00226)
0.016556b

(0.00194)

2.141e-07
(0.57592)

4.178e-08
(39.081)

χ2 statistic
(P-value)

9.1907
(0.955)

9.1907
(0.955)

Implied parameter valuesc

c. The income elasticity of money demand β, the autocorrelation in demand η and the 
real interest elasticity of demand α cannot be recovered.

ρ 0.8278 0.8279

ψ 0.1209 0.1209

F 0.3028 0.3028

Φ 0.3636 0.3636

δ-1 0.4342 0.4342

σsP

σsT

σdP

σdT
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ilar to the values we found for Germany. As with the European economies, supply autocorrelation ρ is 

estimated with a low standard error and the numerical magnitude suggests substantial persistence.

The inverse of γ can be interpreted as the slope coefficient in an expectations-augmented Phillips curve. 

The estimated value is similar to that found for all European economies except the U.K. and would 

appear reasonably consistent with other estimates of similar parameters.

The estimated semi-elasticity of money demand with respect to the nominal interest rate (δ-1) would 

appear to be below conventional estimates of this parameter. It exceeds our estimates for Germany, the 

U.K. and Italy but is considerably lower than the values we found for France and the Netherlands.

The estimated standard deviations of the shocks suggest that permanent demand shocks have predomi-

nated in U.S. business cycles over this period, followed by temporary and then permanent supply shocks. 

Temporary demand shocks appear to have been absent.

The relative contributions of the different shocks to variances, autocovariances and cross-covariances in 

output growth and inflation depend not only on the estimated standard errors of the shocks but also on the 

autoregressive and moving average coefficients. In the VAR literature, the traditional way to present the 

information contained in the estimated coefficients is to graph the impulse response functions. Using the 

parameter estimates in Table 3 we can calculate the effects on Y and P of a unit shock to  or . 

The resulting impulse response functions for a period of 12 quarters (3 years) when there is only a one 

quarter information lag are graphed in Figure 2.

Permanent supply shocks have the longest lasting effects on output growth, with the peak positive effects 

occurring after a two quarter lag. The effects of the remaining shocks on output growth are small beyond 

one quarter after the period of the shock. Permanent supply shocks also have the longest lasting effects on 

inflation, although permanent demand shocks also have a persistent positive impact on inflation. The 

effects of the temporary shocks change sign as we move from the impact to subsequent periods.

The cumulative effects of shocks on output growth and inflation can also be interpreted as long run effects 

on the output and price levels. From the sums of the impulse responses in Figure 2, and using the fact that 

TABLE 4. Long run effects of shocks on price and output levels

1 period information lag 2 period information lag
Shock p y p y

sP –6.09869 5.80826 –6.09988 5.80920

sT 4.066e-05 5.227e-05 2.556e-05 –2.614e-05

dP 0.99989 –6.864e-10 1.00011 –2.633e-11

dT –4.510e-17 –1.162e-04 1.162e-05 1.162e-04

st
P st

T dt
P, , dt

T
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subsequent coefficients decline exponentially from the final coefficients at lag 12, we can calculate the 

long run effects of each shock on output and price levels. These are presented for both models in Table 4.

The long run effects of the temporary shocks have to be zero because P and Y are stationary by construc-

tion. The corresponding numbers in Table 4 only differ from zero as a result of rounding error in our cal-

culations. Hence, it is also clear that, up to the same rounding error bound, the permanent demand shocks 

have no effect on the long run level of output and a proportional effect on the price level. This suggests 

that the permanent demand shocks are predominantly nominal in character.

6. Including interest rates in the analysis

If the interest rate is observable along with yt and pt, the value of the monetary shock  is observ-

able using (5). The public could then observe the monetary and real parts of the shock to aggregate 

demand, rather than just the amalgamated shock dt of (7). Following the above results that showed that 

the permanent component of the demand shock seems to be nominal, we now assume the real demand 

shock rt is stationary while the nominal demand shock has both permanent and temporary components. 

We also allow the monetary authority to react to temporary demand and supply shocks, rather than requir-

ing monetary shocks to be orthogonal to all the other shocks in the system. We reasoned that such an 

activist policy might be masking some of the effects of temporary shocks in the results in Section 5. 

Accordingly, we now keep the monetary and real shocks to demand separate and assume that

(39)

where the coefficients µs and µd represent the response of monetary policy to supply and real demand 

shocks while mP, with iid innovation , is a permanent shock to excess money supply (relative to a 

deterministic trend) and  is a temporary nominal shock. The Federal Reserve is assumed to know rt 

and the unexpected innovation in the combined supply shock st but not the individual components sP or 

sT. The temporary nominal shock  should be interpreted as the residual noise affecting temporary 

excess money supply after eliminating the feedback effects due to activist monetary policy.

Adding interest rates while keeping 6 lags adds an additional 33 moments.20 Observation of the moments 

involving the change in interest rates also separately identifies β and α. Since we can estimate more 

parameters, we added the lagged real interest rate to the demand curve. Along with the new parameters 

specified in (39), the number of parameters to be estimated increases from 9 to 14:

20. Thus, we now have 6 distinct contemporaneous variances and covariances, 18 autocovariances of output growth, inflation 
and the change in interest rates, and 36 cross covariances. This is a total of 60 moments compared with the previous 27.
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.

6.1  Equilibrium prices with lagged real interest rates in the demand curve

When λ ≠ 0, the reduced form aggregate demand curve (6) can be written:

(40)

If we now define ψ = (η+λβδ)/(1+αβδ) and proceed as above using (40) in place of (8) we can show that 

the equilibrium inflation rate now satisfies the difference equation:

(41)

where θ0 = γ(1+αβδ) – λ – α(1+ρ), θ1 = γ(1+ψ)(1+αβδ) + λ(1+ρ) – αρ and θ2 = ψγ(1+αβδ) – λρ.

The operator [1–FL-1], with F = 1/(1+δ), can again be expanded forward on the right side of (41) to yield 

an ARMA(2,3) as the solution for equilibrium inflation in the case where the permanence of shocks is 

unknown for at most one period. If the permanent versus temporary composition of shocks is unknown 

for two periods equilibrium inflation will follow an ARMA(2,4) process.

From the first difference of aggregate supply (1) we again deduce that equilibrium output growth will be 

an ARMA(1,2) when the composition of shocks is unknown for one period and an ARMA(1,3) when the 

composition of shocks is unknown for two periods. The sole AR coefficient in output growth is ρ.

From the money market equilibrium condition (5), the change in the equilibrium interest rate becomes:

(42)

Equation (42) is an ARMA(2, 3) when the permanence of shocks is unknown for at most one period and 

an ARMA(2,4) when the permanent versus temporary composition of shocks is unknown for two periods.

7. Results when interest rates are included

A representative selection of results is presented in Table 5. As with the model without interest rates, 

changing the information lag made little difference to the parameter estimates. Estimates were more sen-
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sitive, however, to the inclusion of a lagged interest rate in the aggregate demand curve.

The minimized value of the least squares objective was quite close to the value attained for moments 

involving output growth and inflation alone. Despite a more than doubling of the number of moments to 

be explained, and an increase from only 9 to 11 parameters for the base model in Table 5, the minimized 

least squares objective only increased by about 20%. This might be explained by the fact that the 

moments involving interest rates tend to be much smaller than the moments involving output growth and 

inflation. However, the model still has to reproduce those small moments, while simultaneously deliver-

ing large moments for the other variables, in order to obtain a low minimized sum of squares.

Many of the parameters that are common to Table 2 and Table 5 have similar estimated values. The main 

exceptions would appear to be δ-1 (= F/(1–F)) and . In particular, temporary supply shocks sT were 

estimated to have one of the highest variances in the model with only output growth and inflation but are 

estimated to be negligible when we add moments involving changes in interest rates. This is so whether 

or not we allow monetary policy to respond to such shocks. Temporary monetary shocks (or in the case of 

activist policy the residual shock after allowing for policy feedback) appear to play a minor role in all 

cases except the base model in Table 5 when there is no information lag.

The weighted least squares parameter estimates are presented in Table 6. The chi-squared statistic mea-

suring the overall fit between the model and the data is not much higher in Table 6 than it was in Table 3 

despite the substantial increase in degrees of freedom from 18 to 46 or 49. In fact, the value of the chi-

TABLE 5. Least squares parameter estimates

Parameter Base model Lagged real interest rate in demand, 
activist monetary policy

No information lag 2 period 
information lag

No information lag 1 period 
information lag

tanh–1(ρ) 1.1705 1.1681 1.2077 1.2075

tanh–1(ψ) 0.1720 0.1681 0.4467 0.4463

γ 3.4821 3.4714 3.6491 3.6479

α 4.5852 4.5924 3.5902 3.5929

λ — — 0.9299 0.9297

δ–1 1.0262 0.9976 1.0411 1.0406

β 1.1165 1.1141 1.1089 1.1089

µs — — –0.0068 –0.0077

µd — — 0.0213 0.0214

0.00463 0.00465 0.00441 0.00441

5.59e–07 2.31e–07 1.62e–06 8.34e–06

0.01620 0.01627 0.01625 0.01625

0.00154 4.26e–06 6.65e–10 2.41e–07

0.00580 0.00568 0.03364 0.03365

LS objective 0.155666 0.155674 0.150965 0.150965

σsP

σsT

σnP

σnT

σr

σsT
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squared statistic in Table 6 is so low that it is doubtful this statistic is truly chi-squared distributed with 

the hypothesized degrees of freedom in samples as small as ours. Nevertheless, the graph in Figure 3 of 

TABLE 6. Weighted least squares parameter estimatesa

a. Standard errors are in parentheses below each parameter estimate.

Parameter Base model Lagged real interest rate in demand, 
activist monetary policy

No information lag 2 period 
information lag

No information lag 1 period 
information lag

tanh–1(ρ) 1.1749b

(0.0262)

b. The coefficient is statistically significantly different from zero at conventional levels under the asymptotic t-
distribution for the ratio of coefficient to its standard error.

1.1721b

(0.0267)
1.2191b

(0.02992)
1.2164b

(0.02839)

tanh–1(ψ) 0.1733b

(0.0126)
0.1677b

(0.0109)
0.4440b

(0.02501)
0.4481b

(0.02015)

γ 3.4897b

(0.1034)
3.4760b

(0.1066)
3.6079b

(0.26717)
3.7154b

(0.31486)

α 4.5795b

(0.3121)
4.6109b

(0.2946)
3.6745b

(0.47121)
3.5686b

(0.23258)

λ — — 0.9469b

(0.12078)
0.9186b

(0.06474)

δ–1
1.0359b

(0.0615)
0.9994b

(0.0393)
1.0387b

(0.06470)
1.0463b

(0.05861)

β 1.1203b

(0.0231)
1.1163b

(0.0263)
1.1151b

(0.02919)
1.1155b

(0.02615)

µs — — –0.00315
(0.13171)

0.03556
(0.13646)

µd — — 0.02044
(0.01695)

0.02545
(0.01532)

0.00456b

(0.00020)
0.00460b

(0.00016)
0.00428b

(0.00022)
0.00429b

(0.00023)

5.27e–07
(0.59607)

2.48e–08
(0.75296)

0.00425
(0.00784)

0.00145
(0.00487)

0.01603b

(0.00036)
0.01613b

(0.00052)
0.01604b

(0.00051)
0.01604b

(0.00052)

0.00163b

(0.00067)

8.47e–07
(0.68433)

2.60e–08
(18.2240)

2.18e–08
(1.4086)

0.00576b

(0.00028)
0.00561b

(0.00023)
0.03334b

(0.00262)
0.03291b

(0.00195)

χ2 statistic 11.93620 11.96600 11.65470 11.73430
Implied parameter values

ρ 0.8258 0.8249 0.8394 0.8386

ψ 0.1715 0.1661 0.4170 0.4203

η 1.0212 1.0218 1.0453 1.0400

F 0.5088 0.4998 0.5095 0.5113

Φ 0.7693 0.7497 0.7431 0.7427

Γ 0.7427 0.7501 0.7154 0.7099

σsP

σsT

σnP

σnT

σr
23



the 60 sample and estimated moments for the model in the final column of Table 6 also indicates a rea-

sonably good fit between the sample and estimated moments.21

Comparing Figures 3 and 1, it seems that adding interest rates has little effect on the fit to the moments 

included in Figure 1. As before, the model captures major features of the data such as the variances of 

output growth and inflation, but misses when a group of moments switches sign as the lag length changes.

As for the moments involving the interest rate, the model does well on the variance of ∆it = it–it-1 and its 

contemporaneous covariances with Y and P, as well as on the positive cross-covariances between P and 

lagged values of ∆i. The model correctly matches the positive sign of the cross-covariances between ∆i 

and lagged values of Y, but tends to underestimate their size. The autocovariances of ∆i and the cross-

covariances between Y and lagged ∆i, as well as those between ∆i and lagged P, reverse their sign and, as 

before, the model is unable to match such patterns.

The estimates of autocorrelation in supply are very close in Table 3 and Table 6, with the small range of 

estimates in Table 6 bracketing the values in Table 3. This parameter is also estimated to have a very 

small standard error in all cases. The autocorrelation in reduced form aggregate demand ψ is estimated to 

be higher when interest rates are included. This might be expected in the model with a lagged real interest 

rate in demand since ψ is then (η+λβδ)/(1+αβδ) instead of η/(1+αβδ). The estimated interest semi-elas-

ticity of demand for money (δ-1) is close to one throughout Table 6, somewhat larger than the 0.4 implied 

by the estimate of F = 1/(1+δ) in Table 3. However, the estimates of F in Table 3 are accompanied by a 

high standard error. It is perhaps not surprising that adding moments involving the interest rate enables us 

to obtain much more precise estimates of the interest semi-elasticity of money demand.

The results in Table 6 imply η (demand autocorrelation) is greater than one. The overall model is still sta-

ble, however, since increases in y raise money demand and hence interest rates. Thus, the estimated auto-

correlation ψ in reduced form aggregate demand is substantially less than 1. A value of η in excess of 

unity nevertheless implies that, if real interest rates could be held fixed, a shock to demand would be 

unstable. Although the large estimated value of η may reflect a misspecified lag structure elsewhere in the 

model, adding the lagged real interest rate to the demand curve slightly raised the estimated value of η.

On the whole, the estimates in Table 6 of the other elasticities appear reasonable. The estimate of γ, the 

responsiveness of supply to an unexpected rise in prices (or the inverse of the slope of an expectations 

augmented Phillips curve), is consistent across all four models in Table 6 and implies that a one-percent 

21. The other models in Table 6 produced a similar fit.
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rise in prices raises output supplied by about 31/2 percent. In the models without interest rates (Table 3) 

this parameter was a little smaller, about 3.

Including the interest rate makes it possible to identify the income elasticity of money demand β and the 

elasticity of aggregate demand with respect to the real interest rate, α. The income elasticity of money 

demand is consistently estimated as 1.1 throughout Table 6. This value is quite close to many other esti-

mates in the literature. The value of α is estimated to be 41/2 in the first two models in Table 6, implying 

that a 1 percentage point rise in today’s real interest rate cuts aggregate demand by 41/2 percent. When the 

lagged real interest rate and activist monetary policy are added to the model (the last two columns of 

Table 6), the value of α shrinks somewhat to 31/2. As for λ, the elasticity of aggregate demand with 

respect to the lagged real interest rate, its estimate is about 0.9, implying that a one percentage point rise 

in last quarter’s real interest rate (holding today’s fixed) raises today’s aggregate demand by a little less 

than one percent. The large value of λ relative to its standard error suggests that the lagged real interest 

rate belongs in the demand curve.

What about the shock terms? The standard deviations of the two permanent shocks, one to supply and one 

to nominal demand, are consistently estimated and highly significant across all four specifications in 

Table 6. Moreover, the “typical” permanent demand shock is estimated to be three to four times as large 

as the “typical” supply shock.

The estimates for the three stationary shocks vary depending on the specification. In the models without 

activist monetary policy (the first two columns of Table 6), only the real demand shock rt plays a substan-

tial role; the temporary supply shock is negligible, and the temporary nominal shock is negligible in the 

model with information lags (column 2) and rather small in the model with no information lag. However, 

the results in the last two columns suggest that activist monetary policy may be masking some of the 

effects of temporary shocks.

The parameter µs was very poorly estimated. However, µd, the reaction of monetary policy to real 

demand shocks rt, is consistently positive (albeit with a large standard error) implying that monetary pol-

icy accommodates such shocks. Allowing for activist monetary policy results in a much larger estimate of 

σr, making it the largest shock in the model; moreover, σr is highly significant. In addition, the standard 

deviation of the temporary supply shock  is no longer negligible in size, though it is not significant at 

conventional levels. On the other hand, the estimated standard deviation of the non-systematic part of the 

temporary nominal shock  is completely negligible.

Table 7 presents the fraction of output, inflation, and interest rate variance attributable to each of the five 

σsT

σnT
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shocks as estimated by the models in the last two columns of Table 6 – the ones with activist monetary 

policy and the lagged real interest rate in the demand curve. We will focus on the last model, which has a 

one-period information lag. This model attributes 60 percent of variance in output growth to the perma-

nent nominal shock, with 30 percent attributable to the permanent supply shock. Temporary real demand 

shocks contribute 8 percent, and temporary supply shocks add 2 percent. The other models also show the 

permanent nominal shock to be the largest source of output variance.

In the real business cycle literature, various papers report that permanent shocks to technology account 

for over half of U.S. output fluctuations (Kydland and Prescott 1982, 1988, 1991), with Prescott (1986) 

supporting 75 percent as the best point estimate. In our framework, the permanent (and perhaps tempo-

rary) shock to aggregate supply is the best counterpart to technology shocks, but our results indicate a 

much smaller contribution, about 30 percent. Accordingly, our results undermine the conclusion often 

reached in the real business cycle literature that U.S. output fluctuations are mainly the result of shocks to 

technology.

Our model finds a bigger role for supply shocks in explaining inflation variance. About 62 percent of 

inflation variance is attributed to the permanent supply shock, with 26 percent reflecting the permanent 

nominal shock. As for the variance of changes in interest rates, the real demand shock is the largest con-

tributor, 55 percent, followed by permanent supply shocks, with 35 percent.

Figure 4 contains impulse response functions for the shocks (other than the negligible temporary nominal 

shock) in the final model from Table 6. These are analogous to the graphs for the model without interest 

rates discussed in Section 5. The long run effects of each of the shocks on the levels of prices, output and 

the interest rate are given in Table 8.22

Consider first a permanent shock to nominal demand. On impact, a one-percent rise in nP raises inflation 

about 0.2 percent, and boosts output growth about 0.7 percent; the rate of interest changes very little. In 

later quarters the inflation rate remains above its original path, but the impact of the shock gradually dies 

TABLE 7. Percentage of variance due to each type of shock – lagged real interest rate and activist monetary policy

No information lag One period information lag
Y P ∆i Y P ∆i

sP 32.6 63.7 40.4 29.9 62.5 34.7

sT 0.3 0.8 0.02 2.3 1.7 6.8

nP 59.6 26.2 3.7 59.9 26.2 3.8

nT 0.0 0.0 0.0 0.0 0.0 0.0

r 7.4 9.2 55.9 7.9 9.7 54.7

22. The estimated long run effects of the shocks were similar in the other models.
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away. The cumulative effect on the price level is, to round-off error, unity. As for output growth, after the 

initial impact the jump in nominal demand has a small negative effect in later quarters, and eventually the 

level of output returns to its original path.

On impact, a 1 percent positive shock to permanent supply lowers inflation by 0.4 percent. It also lowers 

output growth about 0.5 percent. This latter effect may seem counter-intuitive, but the model estimates 

imply that supply is so sensitive to unexpected declines in the price level that the direct positive effect of 

the shock on supply is initially overwhelmed by the negative effect coming from the decline in pt. As for 

the interest rate, the combination of a falling price level and falling output generates a 1 percentage point 

drop in the interest rate.

In the following quarter, expectations adjust and reduce the difference between pt and its expected value. 

The effect on output turns positive, inflation drops even more dramatically, while the interest rate drops 

slightly more. In subsequent quarters inflation and output growth gradually return to their original rates, 

but the level of output and interest rates are permanently higher, while the price level is permanently 

lower. The coefficient of 6.2 on the long run effect of sP on y implies that a one standard deviation shock 

(0.0045) produces a long run change in y of about 2.8 percentage points. An upward shift in factor supply 

or the production function evidently stimulates substantial capital accumulation or productivity improve-

ments elsewhere in the economy so that the multiplier effect on the level of y ends up being quite large.

The real demand shock rt lasts only one period. On impact, a one-percent rise in real demand raises out-

put growth about 0.1 percent, raises inflation slightly, and raises the interest rate about 15 basis points. In 

the following quarters, the impact effects on output, inflation and the interest rate are gradually reversed.

The autocovariances and cross covariances can be decomposed into components due to each type of 

shock just as Table 7 decomposed the variances. Figure 5 presents the contributions of each type of shock 

to the autocovariances while Figure 6 does the same for the cross covariances. For both output growth and 

inflation the autocovariances are dominated by permanent real supply shocks. Permanent nominal shocks 

also contribute substantially to positive autocovariance in inflation but tend to offset positive autocovari-

ance in output growth. The autocovariances of interest rate changes are small relative to those of output 

TABLE 8. Long run effects of shocks on levels of prices, output and the interest rate

Shock p y i
sP –6.81264 6.19477 0.09391

sT –1.669e-04 –1.776e-15 7.925e-04

nP 0.99999 –8.428e-12 2.984e-13

nT –2.012e-16 3.435e-16 3.337e-05

r 2.920e-05 0.0 –4.588e-05
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growth and inflation (see Figure 3) and the sample values are positive at some lags, negative at others. 

The estimated autocovariances are all small and negative and are dominated at short lags by the real 

demand shock r (accommodated by monetary policy) and at longer lags by the permanent supply shock.

The lower half of Figure 3 shows that the largest cross covariances (in absolute value) are those involving 

output growth and lagged inflation. The model explains these reasonably well. On the other hand, the 

model fails to capture the change in sign on the cross covariances between output growth and future infla-

tion. The decompositions in Figure 6 show that the correlations between output growth and future infla-

tion are dominated by the two permanent shocks, which both affect the covariances negatively. On the 

other hand, a permanent nominal shock produces a positive covariance between output growth and lagged 

inflation, but not of sufficient magnitude to offset the negative covariances arising from the permanent 

supply shocks. Temporary demand shocks also affect the contemporaneous and once lagged covariance 

between output growth and inflation.

Figure 3 shows that the cross covariances between output growth and lagged changes in interest rates tend 

to be negative, those between output growth and future changes in interest rates positive. While the model 

generally captures the sign of these covariances, the magnitudes tend to be too small. Figure 6 shows that 

the effects on cross covariances of both permanent shocks change sign as we move from lags (greater 

than 1 in the case of permanent nominal shocks) to contemporaneous or leading covariances. Temporary 

real demand shocks are the largest contributor to a contemporaneous positive covariance between output 

growth and interest rate changes and also contribute to the negative covariances between current output 

growth and future interest rate changes.

Finally, Figure 3 reveals that the covariances between inflation and future interest rate changes tend to be 

small and change in sign, while the covariances between past interest rate changes and inflation tend to be 

positive but increase in size as the lag increases. Figure 6 reveals that the effects on cross covariances of 

both permanent shocks again change sign as we move from lags (greater than 2 in the case of permanent 

nominal shocks) to contemporaneous or leading covariances. Temporary real demand shocks are again 

important contributors to the contemporaneous and first order cross covariances.

8. Concluding remarks

This paper uses a method of moments procedure to estimate an aggregate demand/aggregate supply 

model with rational expectations. The empirical results suggest a significant role for rational expectations 

of future prices in macroeconomic fluctuations. However, the model was also based on an asymmetry 

between supply and demand behavior. Expectations relevant for the supply of output at t were assumed to 
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be based on information available at t –1 whereas aggregate demand was assumed to depend on real inter-

est rates based upon information available at t.

An advantage of our estimation procedure over structural VAR models is that we can have more shocks 

than endogenous variables. In addition to looking at whether shocks are predominantly supply or demand 

in origin, we allowed each type of shock to have separate permanent and temporary components. We also 

allowed temporary demand shocks to be either nominal or real. We found strong evidence for major roles 

in U.S. macroeconomic fluctuations for permanent supply, permanent nominal and temporary real 

demand shocks and less convincing evidence for temporary supply shocks.

The results indicate that the model can account for many features of the data with parameter estimates 

that appear reasonable. However, there are also some features of the data, and some parameter estimates, 

that indicate the model could be improved upon. Subject to this proviso, the model suggests, contrary to 

much of the real business cycle literature, that permanent nominal demand shocks arising from monetary 

policy or shifts in money demand play a dominant role in producing variance of U.S. output growth. On 

the other hand, the model also suggests a dominant role for permanent supply shocks in producing vari-

ance in inflation, serial correlation in both output growth and inflation and long run changes in the level of 

output. Temporary real shocks to demand are important in generating interest rate movements, and it 

appears that monetary policy tends to accommodate such shocks.
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